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EXECUTIVE SUMMARY 

This deliverable is the final report on dissemination and communication activities from the 
CPN project following-up on deliverables D5.1, D5.2. and D5.3.  It describes the 
communication and dissemination actions that took place in the final stage of the CPN project 
from October 2019 to April 2020, together with the communication linked to the pilot 3 
activities.  
 
The communication and dissemination activities within CPN had multiple aims: providing 
information about CPN goals and progress towards a broader community, the presentation 
of CPN activities during different events to different target audiences (e.g. industry, 
academics), and the engagement of relevant stakeholders (e.g. media companies, SME’s). 
This final deliverable provides an overview of these final communication and dissemination 
efforts and highlights their outcome.  
 
The exploitation activities and results of the business clinics are reported in D5.5. 
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1 FINAL REPORT ON DISSEMINATION AND COMMUNICATION ACTIVITIES 

The detailed dissemination and communication strategy was outlined in D5.1. 
Communication and dissemination plan. The aim of that plan was “to guarantee wide visibility 
of the CPN results to relevant stakeholders all around Europe in order to attract a critical 
mass of potential customers” (CPN Grant Agreement, part B, p. 7).  
 
In this deliverable D5.4, we report on specific dissemination and communication activities 
and its outcomes that have taken place between September 2019 and April 2020, the official 
end of the project. Our activities were aimed at different target groups: news media 
companies, journalists, end-users and academics.    
 
Table 1 below provides an overview of the KPIs presented in D5.1 and in the DoW and a 
final status on each of these targets at the end of the project. Targets in green have been 
achieved or exceeded, targets indicated in orange have not been reached completely. As can 
be seen, only the n° of visitors and visits to the CPN website itself did not reach the foreseen 
target, all other KPIs were met.  
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Table 1  Status of communication activities- end of project 

Activity Expected outcome Final status April 2020) 

N° of visitors and visits to the 
website 

20.000 by end of the project 
(this KPI is interpreted as 
‘visits’ and thus not ‘unique 
visitors’) 

Total n° of visits, end of 
project: 8,967 visits to CPN 
website. 
(+ 14.111 visits to CPN 
content on our partner sites) 
 

N° of Twitter followers 300 by end of the project 312 at the end of the project 

N° of interactions with blog 
posts 1000/year 

1st year of project: 311 
2nd year of project: 1793 
3rd year of project: 1104 * 
 
* Not a full year: September 
2019–April 2020 

N° of international 
conferences attended with 
specific activities for CPN 

Min. 3 per year 

1st year of project: 9 events 
between September 2017 
and August 2018 
2nd year of project: 9 events 
between September 2018 
and August 2019 
3rd year of project: 5 events 
between September 2019 
and April 2020 

Hackathons 
Min. 2 throughout the project, 
over 50 attendees, more than 
6 additional services (see KPI 
6.3 in DoW) 

First event organised in 
February 2019. (attended by 
12 external media 
professionals and 20 
innovative technology experts 
) 
Second event in June 2019, 
as part of the World News 
Media Congress. (About 60 
media executives, editors and 
other professionals in 
attendance.) 
4 startups working on new 
features for CPN, with 8 
additional services piloted 
through the SMEs partners. 
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Workshops Min. 3 throughout the project 

1st year of project: 6 
workshops with end-users 
and professional users 
(n=49) 
2nd year of project: 6 
workshops with end-users 
(n=31) 
3rd year of project: no 
additional workshops but user 
evaluation activities via open 
pilot 

 

Project events to engage the 
community of media 
companies and technology 
providers 

2 throughout the project (see 
KPI 6.4 in DoW) 

The February 2019 
Hackathon was our first Major 
project only event gathering 
12 external media 
professionals and 20 
innovative technology experts 
in attendance.  
 
The original plan was to end 
the project with a final project 
event hosted at WAN-IFRA’s 
Digital Media Europe 
Conference in Vienna on 1 
April 2020. The idea was to 
host a 3 hour workshop 
including a final demo of the 
CPN tool and a selection of 
speakers on the broader topic 
of personalisation in the news 
industry, best cases, 
challenges, discussions on 
Privacy and transparency. 
Due to the Covid-19 sanitary 
crisis, the whole event was 
cancelled and the team 
developed a similar remote 
version of this event through 
a 90 minute webinar to be 
held on 7 May 2020 (more 
details in 1.6.1 Outreach. 
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Recommendations for the 
platform 

n° of stakeholders that 
register to participate in the  
community: 100 (see KPI 6.1 
in DoW)  

At the end of the project, we 
consider that the CPN 
platform is open and has 
been recommended to more 
than 100 potential customers 
(media companies) through 
several indicators: 
- 20 active expressions of 
interest from media 
publishers (see D5.5) 
- at least 80 sign ups for the 
final CPN webinar (60+ 
registered April on 30th) 
And of course: 

- 3 mailings to 3300 
media professionals 
each from the wan-
ifra database 

- 103 newsletter 
subscribers 

- 312 Twitter followers 

Publications, presentations 
and demonstrations 

Min. 20 throughout the 
project (see KPI 6.2 in DOA) 

25 blog posts 
4 newsletters 
19 event presentations 

 
In the following sections, the different channels are described and discussed in detail, 
namely: the CPN website and its content plan (section 1.1), the blog posts and newsletter 
(section 1.2), the social media channels and activities (section 1.3), publications (section 1.4) 
and international conferences, workshops and summits (section 1.5).   
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1.1 CPN WEBSITE 

The official website of the CPN project is https://www.projectcpn.eu/.  
 
D5.1 gave an overview of the website content plan, namely its categories and content that 
would be provided on the website. In this deliverable we discuss the final overview of the 
website. 
 
 

1.1.1 Changes and additions to the website 

The table below describes how the website sections have evolved over the course of the 
project.  
 
For the third and final pilot, a separate pilot section was created, explaining what the pilot 
was about and how people could participate. In the ‘Promotion’ section, additional pilot 
information for media companies was also provided. The project dissemination was extended 
with additional videos, posters and postcards.  

 

Table 2 Overview of changes to the project website 

  Initial division (D5.1) 
Changes/additions 
made between D5.1 
and D5.3 

Changes/additions 
made between D5.3 
and D5.4 

News 

“This category will contain all 
news about the project, including 
activities, presentations at 
events, newsletters and blog 
posts containing updates on 
work packages and project 
progress by partners, specific 
challenges within tasks, 
interesting links and articles on 
current items related to the 
project’s topic, etc.” 

The news category still 
contains news about the 
project, mainly in an 
overview of the blog 
posts and newsletters 
that were published. 

On the News page, we 
added the blog posts and 
newsletters published 
since D5.3., leading to a 
total of 23 blog posts and 
3 newsletters.   

  

The CPN twitter feed was 
added at the bottom of 
the page. 
  

About the 
project 

Vision: description of the 
project’s vision and aims 

Vision: description of the 
project’s vision and aims 

No changes. 

Project video 
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Partners: logos and links of all 
project partners 

Partners: logos and links 
of all project partners 
  

The call to action for 
external media 
organisations is still in 
the partner part. Here 
news organisations can 
find all information 
related to the pilot and 
how to become a CPN 
pilot partner.  

Call to action for external 
media organisations to 
become pilot partners 

Work packages: description of 
the work packages 

Work packages: 
description of the work 
packages, including a 
description of the work 
packages, summaries of 
the published 
deliverables related to 
these work packages, as 
well as links to the full 
deliverables 

Update of the 
deliverables. 
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Publicatio
ns 

“This section will include journal 
articles, conference publications, 
event publications, as well as 
project deliverables and press 
releases” 

Instead of only using the 
tab ‘publications’, a new 
one was made, namely 
‘Project outcomes’ with 
subsections for  
work packages and 
deliverables. 
In the separate section 
“Promotion”, 
dissemination material 
was added.  

The project outcomes 
were updated. 
 

Promotion 

/ 

Project dissemination: 
This page includes all 
promotion material 
about the CPN project 
that website users can 
share further: videos, 
poster, postcards and 
flyer  

Additional videos were 
created. 

/ 

Pilot promotion: This 
section includes 
promotion material 
calling for media 
companies to partner 
with CPN: social media 
banners and a flyer. 

Update of promotion 
material for pilot 3. 

Events / 
Events: new tab for 
upcoming events 

Update with events. 

Contact 
page 

“Provides contact information 
and a link for a subscription to 
the newsletter.” 

Provides contact 
information and a link for 
a subscription to the 
newsletter. 

No changes. 

 
Twitter feed with the 
latest tweets was added 
on the contact page. 
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Twitter 
feed / 

Twitter feed is added on 
the News tab and can be 
found at the bottom of 
the page 

No changes. 

Pilot / / 

This new section PILOT 
was created to inform 
people (general news 
consumers) about the 
pilot and  how to 
participate. This page 
contains more 
information on the pilot, 
links to install the CPN 
app and a list of FAQ. 

 
 
 

1.1.2 Website traffic 

The table below gives an overview of the number of visits for the website per month, from 
September 2018 to April 2020: 

 

Table 3  Overview of website visits,unique visitors and pageviews per month (data from Squarespace analytics) 

Month Visits Unique visitors Pageviews 

September 2017 7 7 25 
October 2017 11 7 21 

November 2017 54 31 210 

December 2017 42 29 108 
January 2018 210 198 640 

February 2018 380 366 707 
March 2018 217 190 459 

April 2018 102 114 179 

May 2018 144 137 273 
June 2018 172 168 367 

July 2018 259 231 572 
August 2018 184 186 477 

September 2018 284 279 616 
October 2018 351 314 795 
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November 2018 270 269 561 

December 2018 168 161 375 
January 2019 304 235 867 

February 2019 364 343 781 

March 2019 429 476 883 
April 2019 301 291 945 

May 2019 625 645 1647 
June 2019 320 227 899 
July 2019 348 340 1048 

August 2019 244 245 596 
September 2019 260 244 653 

October 2019 249 202 629 
November 2019 207 214 588 
December 2019 175 148 460 

January 2020 344 301 908 
February 2020 1567 1594 2239 

March 2020 452 453 661 
April 2020 296 305 639 

Note: the Squarespace analytics defines the data as such:  

● A Visit is a single browsing session by the same visitor. 
● Unique Visitors (previously “Audience Size”) is an estimate of the total number of 

visitors that reached your site in the selected time period. 
● A Pageview represents an actual page request the site saw in the time period. 

Sometimes the  figure for “Unique Visitors”  is higher than the corresponding figure for “Visit”. 
This is counterintuitive, but seems to be an issue with the service’s monitoring system. 

From the start of the CPN project in September 2017 until April 21, 2020, the CPN website 
reached a total amount of 8,967 visits, 8,618 unique visitors and 20,2k pageviews : 
 



 D5.4: Final report on dissemination (V1.0) | Public 
 

Page 18 of 86 

©Copyright IMEC and other members of the CPN Consortium 2020 

 

Figure 1 Website visitors September 2017-April 2020 

 
The KPI for the number of visits to the website was 20.000 by the end of the project, as 
mentioned in Table 1. We are behind this goal, despite a sharp increase of traffic in the 
beginning of 2020, thanks to the promotion activities related to Pilot 3.  

However, if we also consider external websites related to CPN, these contribute significantly 
to the overall traffic numbers.  

Related to the hackathon events, we created web pages on the Digital Catapult and 
Eventbrite websites, with the following statistics that were not included in the total above: 

- Open Call webpage: Unique views - 467, Total views - 524 
- Eventbrite: 350 pageviews 

For pilot 3, project partners also shared content on their own websites and social media 
channels, leading to the following overview: 

- VRT MyNWS page on Pilootzone website: 2707 total views. 
 

- DIAS published 3 articles on Sigmalive Website related to CPN Pilot: The first 
article1, informing about the beginning of the pilot, had 9615 total views. The 

 
1https://www.sigmalive.com/news/local/607900/i-nea-apokleistiki-texnologia-tou-sigmalive 
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second article2 with all the important info regarding the operation of Pilot had 283 
views. Last, an article3  following the interview of the General Manager of 
Sigmalive,  Christos Danezis, who was informing the audience regarding Pilot 3 at 
Sigma tv’s morning news broadcast with 98 views in total. 
 

- DW used its research related social media channels to promote the pilot and reach 
out to its followers. The postings on twitter reached about 3500 views in total. 
The update on Linkedin got around 500 views. 

 

 

  

 
2https://www.sigmalive.com/news/local/611378/ola-osa-xreiazetai-na-gnorizete-gia-tin-xrisi-tis-
neas-mas-texnologias 
3 https://www.sigmalive.com/news/local/613222/to-sigmalive-kainotomei-me-ti-dokimastiki-ekdosi-
tis-neas-tou-texnologias 
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1.1.3 Promotional material on the website 

The “Project dissemination” page includes all the promotional materials regarding the CPN 
project.  

In the final period of the project, we focused on the creation of an additional video. The 
video was set up to summarize the work we did during the CPN project, present the involved 
project partners, describe how we approached the pilots and present our biggest learnings. 
We consider the video the ideal tool to communicate in a short and easily understandable 
way how CPN created value towards external (media) companies that are interested in the 
matter. We shared the video together with the invitation for the final event webinar, so that 
industry enthusiasts would be triggered to join the webinar and check out the project results.  

Other promotional materials available on the  website are as follows: 

Table 4 Overview of promotional material on the website  

Category Number Content 

Video 4 goals, hackathons, final 
working of CPN 

Poster 1 objectives, timeline and 
recommender functionalities 

postcards 2 CPN objectives 

Flyer 3 CPN and its objectives 
Call for participation of 
media companies 
CPN product board flyer 

Social Media banners 3 call for participation of 
media companies on 
Facebook, Instagram, 
Twitter 

 

1.1.4. Pilot Section 

For the final pilot, a separate pilot section was created on the website.  

This section contains links to the different pilot content offers (DW, DIAS, VRT for testing in 
English, Greek and Dutch),  an FAQ and contact information.  

Each project partner also linked to the pilot via their own webpages and social media: 

- As mentioned before, DW used its strong social media presence to promote the third 
pilot as the open CPN pilot. It posted several updates about it on the 
@DW_Innovation Twitter Channel as well as on its Linkedin Profile always referring 
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users to the pilot section on the CPN website for further details. The open pilot was 
also promoted through the general project channels.  

- For VRT the pilot was mentioned on the Pilootzone webpage & a mailing was sent 
out to pilootzone  testers, a message was posted on the VRT Innovation facebook 
page and VRT Innovation website, a message appeared on internal screens to 
inform/attract VRT employees, an article was published on the VRT NWS website, the 
pilot was mentioned on the VRT website and in several internal & external 
newsletters. 

- DIAS published three articles on the website related to pilot 3 and there was a TV-
interview broadcasted on morning TV news informing the audience about the CPN 
goals and the pilot.  
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1.2 BLOG POSTS AND NEWSLETTER 

In the dissemination and communication plan (D5.1), 20 blog posts and 4 CPN newsletters 
were foreseen throughout the project. We provided regular updates throughout the project 
and reached a total number of 24 blog posts that were created and published.  Besides the 
blog posts, we also sent out 3 newsletters via Mailchimp. A fourth and final newsletter will 
be sent out at the end of April, and will include the invitation for the Webinar and the 
discussion of the final conclusions of the project. Currently, 103 people have subscribed to 
the newsletter.  

The table below shows an overview of the blog posts and newsletters published since the 
start of the project. The sections highlighted in blue contain the new publications since the 
previous update on the dissemination activities. 

 

Table 5 Overview published blog posts and newsletters 

Blog post number Content Title Published 

Blog post 1  WAN-IFRA one of 

nine CPN partners 
23 September 2017 

Blog post 2  
“We tell you what 

you want, what you 

really really want” 

27 November 2017 

Blog post 3 - 
3… 2… 1… Project 

CPN has taken off! 
1 February 2018  

Blog post 4 D2.1 

CPN: towards the 

creation of an Open 

Virtual Platform  

2 March 2018 

Blog post 5 D1.3 

Beyond the state-of-

the-art: innovative 

components in CPN 

31 May 2018 

Blog post 6 D1.1 
(Re-)building trust in 

personalisation 
12 June 2018 

Blog post 7 - 

Article about 

personalised news by 

Titus Plattner 

25 June 2018 

Blog post 8 Event 

CPN @ Deutsche 

Welle Global Media 

Forum 

25 June 2018 

Newsletter 1 Newsletter 14 Our newsletter is out 25 September 2018 

Blog post 9  

The 5 personalisation 

challenges that CPN 

is trying to resolve 

October 18, 2019 

Blog post 10 D4.2 
The first CPN pilot is 

finished! 
29 January 2019 

 

 
4 https://mailchi.mp/f78c41a9b9eb/towards-a-different-approach-for-personalising-news 
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Blog post 
number Content Title Published 

Blog post 11 Event Hackathon 1 report 25 February 2019 

Call for 

interest 
- 

Calling media companies to pilot 

CPN 
23 April 2019 

Newsletter 2 Newsletter 25 
CFI for pilot 2, Results pilot phase 

1, Hackathon report 
7 May 2019 

Call for 

interest 
- Calling for test users for pilot 2 7 May 2019 

Blog post 12 D3.3 
Discover the “technology bricks” 

that power the CPN platform 
14 May 2019 

Blog post 13 
Report on VRT 

sidetrack 

What we learned from VRT 

MyNWS 
27 May 2019 

Blog post 14 Event Hackathon 2 report 6 June 2019 

Blog post 15 - 
Highlighting the startups working 

with CPN 
18 June 2019 

Blog post 16 D2.3 
Introduction: CPN Open Virtual 

Platform 
9 July 2019 

Blog post 17 D1.6 
How CPN puts users in control of 

their personal data 
19 August 2019 

Blog post 18 - 

Holding platforms accountable: 

fines alone won’t do. What does 

this mean for CPN and other EU 

platforms? 

28 August 2019 

Blog post 19 D4.3 
Second evaluation round – what 

did we do and what did we learn 
November 14, 2019 

Newsletter 3 Newsletter 36 
The next step in personalising 

news content 
18 November, 2019 

Blog post 20 Event 
Distribution framework: licensing 

for the 21st century 
December 11, 2019 

Blog post 21 D3.4 
Discover the final versions of the 

CPN technology bricks 
January 21, 2020 

Blog post 22  

CPN pilots, what we’ve learned so 

far and how you can join the next 

round of user testing 

January 29, 2020 

Blog post 23  
CPN news recommender: how our 

personalisation solution works 
March 12, 2020 

Blog post 24  
Are filter bubbles really to blame 

for social and political polarisation? 
April 20, 2020 

Blog post 25 D4.4 
Pilot 3: what we learned from the 

last round of user testing 
April 27, 2020 

Call for 

interest 
 

Join our webinar on news 

personalisation! 
April 28, 2020 

 
 

5 https://mailchi.mp/e9bc7a681447/towards-a-different-approach-for-personalising-news-635917 
6 https://mailchi.mp/255e822e6350/towards-a-different-approach-for-personalising-news-733825 



 D5.4: Final report on dissemination (V1.0) | Public 
 

Page 24 of 86 

©Copyright IMEC and other members of the CPN Consortium 2020 

 

 
 
One of the KPIs indicates that we aimed to reach 1.000 interactions with blog posts per year. 
‘Interactions’ are often defined as the amount of likes, comments and shares of the posts on 
a website. We measured 3208 pageviews across all blog posts, which we consider 
interactions with the content, throughout the project. We did not receive any direct 
comments on the articles on the blog. Likes and shares, which could also be counted as 
interactions, were not available on our blog system. 
 
Since the start of the project, the blog posts received the following pageviews: 

- 1st year (September 2017–August 2018): 311 
- 2nd year (September 2018–August 2019): 1793 
- 3rd year (September 2019–April 2020): 1104 (not a full year) 
- The table below includes the pageview breakdown by blog post since the beginning 

of the project.   

Table 6 Total pageviews of  blog posts throughout the project 

Blog post Pageviews 

3… 2… 1… Project CPN has taken off! 264 

From idea to concept: report from the CPN hackathon 258 

The first CPN pilot is finished! 229 

Highlighting the startups working with CPN 222 

The 5 personalisation challenges that CPN is trying to resolve 201 

Article about personalised news by Titus Plattner 196 

Introduction: CPN Open Virtual Platform 165 

CPN: Towards the creation of an Open Virtual Platform 165 

Rebuilding audience’s trust in algorithms: personalisation at the 
World News Media Congress 2019 160 

(Re-)Building trust in Personalisation 137 

What we learned from VRT MyNWS: a pilot on news personalisation 
at the Flemish public broadcaster 135 

Test personalised news content with the CPN app! 115 

Discover the final versions of the CPN technology bricks 106 

Second evaluation round – what did we do and what did we learn 106 

Beyond the state-of-the-art: innovative components in CPN 104 

Holding platforms accountable: fines alone won’t do. What does this 
mean for CPN and other EU platforms? 91 

How CPN puts users in control of their personal data 83 



 D5.4: Final report on dissemination (V1.0) | Public 
 

Page 25 of 86 

©Copyright IMEC and other members of the CPN Consortium 2020 

 

 

1.3 SOCIAL MEDIA 

 

1.3.1. Twitter account 

The CPN Twitter account, @project_CPN, was used to post regular updates about the project 
activities, pictures of attended events, announcements of new blog posts and newsletters, 
and calls for participation in the pilots. In addition, we posted interesting articles, related to 
personalisation. 

The table below shows the evolution of both the number of tweets and the number of 
followers throughout the project’s lifecycle. 

Table 7 Evolution of our Twitter account 

 October 
2018 March 2019 August 2019 April 2020 

number of 
tweets 107  tweets 148 tweets 214 tweets 324 tweets 

number of 
followers 147 followers 230 followers 262 followers 312 followers 

 
The KPI for the Twitter account was to reach a minimum of 300 followers, which has been 
reached. 
 
All project partners also used their own Twitter and other social media accounts to 
communicate about the CPN project. 

Discover the “technology bricks” that power the CPN platform 78 

CPN pilots, what we’ve learned so far and how you can join the next 
round of user testing 72 

Become a CPN pilot partner and join the next phase of news 
personalisation 65 

Distribution framework: licensing for the 21st century 60 

WAN-IFRA one of nine CPN partners 54 

CPN @ Deutsche Welle Global Media Forum 52 

"We tell you what you want, what you really really want" 37 

CPN news recommender: how our personalisation solution works 29 

Are filter bubbles really to blame for social and political polarisation? 24 

TOTAL 3208 
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1.3.2. Instagram account 

We created an Instagram account for CPN (@cpn_project) in January 2020 for promotion of 
the 3rd pilot. The account was used mainly to be able to actively promote the CON pilot and 
as a landing page to attract and redirect potential testers to the pilot landing page on the 
CPN-website during the third pilot testing phase (Figure 2). To make it more attractive, we  
posted information about the project goals and set-up on the page as well. These posts were 
used to describe the technology bricks of the CPN-platform, to explain the project’s view on 
news personalisation and privacy, to promote the CPN-newsletter, and to explain the 
importance and benefits of user research and why pilots are organised. Alltogether 18 such 
posts were made on the Instagram-page during the period of 17-29 January 2020. The low 
number of followers (18 as of 30.04.2020) does not reflect on the purpose of the account, 
as the advertisement and function of the channel worked beyond the mere followership. 
 

Figure 2: Screenshots of the CPN Instagram landing page 

 
 
 

1.3.3. Facebook account 

To further promote the 3rd pilot, we also set up a Facebook business page for CPN on 23 
January 2020, cpn_project (@h2020CPN). Again the purpose of the page was mainly to  be 
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able to set up a Facebook Ad account and link this account to the CPN Instagram account, 
with the aim of running ads on Instagram and Facebook - not to generate a large 
followership. The Facebook-page has a profile and cover photo, as well as an ‘about’-
description that redirects visitors to the pilot landing page on the CPN-website (Figure 3). 
We purposefully did not post any other content on the Facebook-page, which also reflects in 
the low number of likes the page received (7). 
 

Figure 3: Screenshot of the CPN Facebook page 

 
 
 

1.3.4. Social media campaign for pilot 3 

 
We set up a social media campaign for the recruitment of end users during the third pilot 
testing phase. The campaign budget (net amount spent) was €300,46. Firstly, the social 
media campaign consisted of boosted Facebook posts (Figure 4). We boosted four 
Facebook-posts in total, one boosted post during each week of the CPN pilot 3 testing period. 
The overall objective was to promote the open pilot to a larger audience and stir people  to 
the pilot landing page on the CPN website. We used detailed targeting to define our audience 
settings. Correspondingly, the Facebook-posts were targeted at people of all genders, ages 
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18 to 65+, who are located in Belgium, Germany7 and Cyprus. We targeted the Facebook-
posts to people who access Facebook through (mobile) Android devices. In addition, our 
target audience was composed of people who indicated in their Facebook-profile that they 
are interested in Android apps, Android software development, digital media, digital trends, 
innovation, journalism, local news, mobile application development, news broadcasting, 
news magazines, online newspapers, personalization, technology, and newspapers. 
 

Figure 4: Screenshot of a boosted Facebook post 

 
 

 
 
The boost duration for each Facebook-post was seven days. We spent €140 in total, €35 per 
week to boost each Facebook-post. The boosted Facebook-posts resulted in a total of 630 
unique link clicks to the pilot landing page on the CPN-website. The total reach was 
97.664 users. The total number of impressions was 154.862, with an average cost-per-

 
7 We opted for Germany as we wanted to use the DW reputation, which is high in Germany to attract 
participants that fitted our envisioned user groups. 
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click (CPC) of €0,25. The table below shows an overview of the schedule, budget, reach, 
impressions, CPC, and unique link clicks per boosted Facebook-post. 
 
 

Table 8: Overview of the results of the boosted Facebook post 

Schedule Budget Reach Impression
s 

CPC Unique link 
clicks 

4-11 February 2020 €35 8.042 26.480 €0.38 88 

11-18 February 2020 €35 16.972 24.422 €0.29 116 

18-25 February 2020 €35 34.057 48.145 €0.17 200 

25 February - 3 March 2020 €35 38.593 55.815 €0.15 226 
 
Secondly, the social media campaign was composed of Instagram advertisements. We 
created two types of Instagram ads. The first ad was a sponsored post that was published 
on the Instagram feed and explore page (Figure 5). This ad ran from 4 to 11 February 
2020. The ad objective, audience settings and detailed targeting were similar to the Facebook 
boosted posts (mentioned above). We spent €18,00, reached 46.184 users, and generated 
114.079 impressions. There were 16 unique link clicks and the average cost-per-click 
was €1,06. We decided to discontinue the ad after a duration of seven days because the 
results in terms of unique link clicks were too low in comparison to the CPC. 
 

Figure 5: Sponsored post on the Instagram feed and explore page 
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The second Instagram ad was the format of an Instagram story (Figure 6). We ran the ad 
for the first time from 11 February to 3 March 2020. The ad objective, audience settings and 
detailed targeting were similar to the Facebook boosted posts (mentioned above). We spent 
€85,00, reached 46.184 users, and generated 114.079 impressions. This resulted in 
212 unique link clicks with an average CPC of €0,39. Since the results of this type of ad 
were positive, we decided to run the ad again but this time focused on recruiting women. 
Consequently, we ran the Instagram stories ad for a second time from 26 February to 5 
March 2020. We spent €57,46, reached 72.584 users, and generated 97.016 
impressions. This resulted in 234 unique link clicks with an average CPC of €0,33. 
 

Figure 6: Instagram story advertisement 

 
 
 

1.4 PUBLICATIONS 

In this section, we address the publications that have been published throughout the project. 
In the DOA, KPI 6.2 specifically mentions at least 20 publications, including scientific 
publications, popular publications such as blog posts, demonstrations and presentations. 
Looking at the broader numbers this target was reached.   
 
For presentations held at different events see chapter 1.5.1 and for blog posts and 
newsletters see chapter 1.2. Below, we address the scientific publications and additional 
publications published throughout the project. 
 

1.4.1 Scientific publications  

There is only one academic partner in the project, which led to a lower number of scientific 
publications and a higher number of other types of publications. Imec did cooperate with the 
other project partners in some joint publications (some are still in progress): 
 

1. Journal paper on the CPN dataset creation for information extraction from news 
articles, as kindly supplied by project partner Deutsche Welle. The articles are 
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annotated for NLP tasks including (i) named entity recognition, (ii) coreference and 
entity clustering, (iii) relation extraction, and (iv) entity linking. It is — to the best of 
our knowledge — the first work to combine all these tasks in the same dataset. 
Note that the dataset will be publicly available for research. Beyond the dataset 
itself, we also provide models to solve aforementioned tasks building on top of 
state-of-the-art. Tentative title and author list (paper to be submitted May 2020): 

K. Zaporojets, J. Deleu, T. Demeester, C. Develder, “DW-Articles: a multi-
task document-level entity driven dataset for holistic information extraction”, 
to be submitted May 2020.(see annex 1) 

2. Abstract accepted for NEM 2020, Van den Broeck, W., Van Buggenhout, N., 
Lemmelijn, I., Mattheijssens, J., Van Lier, J.  “Have I got news for you! The 
challenges of news personalisation from an end user perspective”. This paper 
focuses on the final user evaluation, the two-page abstract was accepted, the full 
paper is in preparation.  authors are from imec and VRT. NEM was postponed due 
to covid-19, the new date of NEM2020 is still to be confirmed. (see annex 2) 

3. Presentation at IAMCR 2019 Madrid, in which CPN was a case study. Authors: van 
Zeeland, I.,  Ranaivoson, H.,  Hendrickx, J., Van der Bank, J. & Van den Broeck, W.  
"Measuring and profiling for online  personalization in media while protecting 
personal data?" This presentation is currently being transformed into a full article in 
which CPN will also be a case study. 

4. Case-study on the evaluation by end users and professional users of the perceived 
transparency of the personal data receipt (PDR). Reporting will be in the format of 
a journal article. imec will take the lead, publication will be finalised in June). 

5. Journal article on the evaluation of the CPN producer’s dashboard by professional 
journalists (joint-publication by Cyprus University and imec - planned in May). 

6. The CPN project and the personal data receipt are mentioned as an example of a 
communication approach that may increase consumer’s trust in regard to media 
user data collection and processing in the following journal article: 

N. Van Buggenhout, W. Van den Broeck, P. Ballon, “Exploring the value of 
media users’ personal information (PI) disclosure to media companies in 
Flanders, Belgium”, to appear in Mediální studia (forthcoming May 2020). 

 
 

1.4.2. Partners’ publications 

The CPN project partners also provided various other publications, published in different 
outlets. A first set of partner publications was already reported in D5.3. (10 publications). 
Since the last update, the following 7 additional publications were added to this list:   

1. September 2019 : Trends in Newsrooms report / WAN-IFRA: An article about CPN 
was part of the “AI in the Newsroom” report  https://www.wan-
ifra.org/reports/2019/09/30/ trends-in-newsrooms-2-ai-in-the-newsroom  

2. September 2019: WAN-IFRA Magazine: Technology Guide & Directory: An article 
about CPN was included in the annual publication that features the latest 
technology trends, advice from experts, and a comprehensive directory of the 
industry's solution providers. https://www.wan-ifra.org/articles/2019/10/28/tech-
guide-directory-2019 

3. January 2020: “Our new technology exclusively for you! Read and win!” / DIAS: An 
article about the personalisation and the beginning of Pilot 3. 
https://www.sigmalive.com/news/local/607900/i-nea-apokleistiki-texnologia-tou-
sigmalive 
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4. February 2020: “Everything you need to know on how to use our new technology” / 
DIAS: An article explaining to the user the process of the service My News on 
Sigmalive website 
https://www.sigmalive.com/news/local/611378/ola-osa-xreiazetai-na-gnorizete-gia-
tin-xrisi-tis-neas-mas-texnologias 

5. February 2020: “Sigmalive is innovating with the pilot version of its new technology” 
/DIAS: An article related to the interview of the General Manager, Christos Danezis, 
at Sigma tv’s morning news broadcast “Protoselido” in which he presented the CPN 
pilot. 
https://www.sigmalive.com/news/local/613222/to-sigmalive-kainotomei-me-ti-
dokimastiki-ekdosi-tis-neas-tou-texnologias 

6. February 2020: “VRT NWS zoekt testers voor gepersonaliseerd nieuwsaanbod” / VRT: 
An article to recruit testers for pilot 3 on the VRT website & the VRT NWS website. 
https://www.vrt.be/vrtnws/nl/2020/02/07/vrt-nws-zoekt-testers-voor-
gepersonaliseerd-nieuwsaanbod/ 
https://www.vrt.be/nl/over-de-vrt/nieuws/2020/02/11/vrt-nws-zoekt-testers-voor-
gepersonaliseerd-nieuwsaanbod/ 

7. March 2020: “Innovative algorithms for transparent content personalisation” was 
written for CORDIS8 magazine (author: Joris Mattheijssens). It will be published 
soon, CORDIS will provide us with the  full reference as soon as it is published. 

 

1.4.3. Media mentions 

Over the past 8 months, the project has been mentioned in the following external 
publications: 

 
1. In July 2019, CPN was interviewed by Sophia Ignatidou from the “The Royal Institute 

of International Affairs” at the Chatham House in London. They are currently looking 
into AI and personalisation by legacy and social media. The paper was published in 
December 2019: AI-driven Personalization in Digital Media: Political and Societal 
Implications: CPN was mentioned in this paper about the implications of the adoption 
of AI by the legacy media as well as by the new media, focusing on personalization.  

https://www.chathamhouse.org/publication/ai-driven-personalization-digital-
media-political-and-societal-implications  

2. In February 2020, the General Manager of Sigmalive, Christos Danezis (from DIAS), 
was hosted at Sigma tv’s morning news broadcast “Protoselido” in which he 
presented CPN technology. https://www.youtube.com/watch?v=Z9bCaut2yJo 
 

  

 
8 The Community Research and Development Information Service (CORDIS) is the European Commission's 
primary source of results from the projects funded by the EU's framework programmes for research and innovation 
(FP1 to Horizon 2020). 
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1.5 EVENTS 

 

1.5.1 International conferences 

During the CPN project, consortium members attended several international conferences, 
participating actively, through one or several of the following actions: 

● Presentation of the project on the main conference programme, 
● Exhibition booth or tabletop, 
● Discussions/networking with relevant audiences.  

A list of all events we attended during the project is listed in the tables below. CPN was 
present in 25 events. Unfortunately some events were cancelled or postponed due to travel 
restrictions related to covid-19. We also added a list of these events in which CPN would be 
represented otherwise. 

Table 9 Events organised and attended during the final year of the project 

Event Date Organizer CPN activity  Attending 
Partners  

84th 
Thessaloni
ki 
Internation
al Fair 
(TIF) 

7–15 
September 
2019 

HELEXPO Booth + 
presentation ATC 

IPTC 
Autumn 
Meeting 

14–16 October 
2019 IPTC Presentation Dcat 

NxtMedia 14 November 
2019 

NxtMedia WAN-
IFRA 

Presentation 
and panel Dcat 

Media Fast 
Forward 

12 December 
2019 VRT Booth VRT 

Final CPN 
Webinar 7 May 2020 VRT WAN-IFRA Webinar ALL partners 
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Table 10 Events organised and attended during the second year 

Event Date Organizer CPN 
activity  

Attending 
Partners  

World Publishing 
Expo 2018 

11 October 
2018 WAN-IFRA Stand WAN-IFRA, 

ATC, IMEC 

Newsroom Summit 
2018 

29–30 
October 
2018 

WAN-IFRA Presentation 
+ table top DW, ATC 

Digital Media Asia 
2018 

8–9 
November 
2018 

WAN-IFRA Presentation DW 

ICT 2018 
4–6 
December 
2018 

European 
Commission Booth 

WAN-IFRA, 
VRT, DIAS, 
ENG 

Cloud and Cyber 
Security expo 

13 March 
2019 CloserStill Presentation DCat 

Cyber UK 24–25 March 
2019 

UK 
Government Presentation DCat 

DW Global Media 
Forum  

27–28 May 
2019 DW 

Booth + 
presentation DW 

World News Media 
Congress 2019 

1–3 June 
2019 WAN-IFRA Presentation DW, VRT, 

WAN-IFRA 
IAMCR Conference, 
Madrid, spain 

7-11July 
2019 IAMCR Presentation Imec 

4th JPEG workshop 
on Media Blockchain 16 July 2019 JPEG Presentation Dcat 
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Table 11 Events organised and attended during the first year 

Event Date Organizer CPN 
activity  

Attending 
Partners  

Investor Meeting for 
Media Innovator 

5 October 
2017 

i3 H2020 CSA 
project presentation ATC 

EC media cluster 
concentration 
meeting 

16-17 
October 
2017 

European 
Commission presentation ATC 

News Impact 
2-3 
November 
2017 

European 
Journalism 
Centre & 
Google News 
Lab 

Attendance + 
Networking 

Digital 
Catapult 

Multi-stakeholder 
conference on Fake 
News 

13-14 
November 
2017 

European 
Federation of 
Journalists 
(EFJ) 

presentation ATC 

EBDVF2017 
21-23 
November 
2017 

Big Data 
Value 
Association 

presentation VRT, DIAS, 
ATC 

2nd Media Lab Days 1-3 February 
2018 Wan-ifra presentation VRT 

DNIengage - use of 
machine learning or 
personalisation and 
recommendations in 
publishing 

15 May 2018 Styria Media 
Group presentation VRT 

Are we data? Identity, 
Journalism, 
democracy in the age 
of big data 

22 May 2018 
Technological 
University 
Cyprus 

presentation DIAS 

DW Global Media 
Forum 2018 

June 11-13, 
2018  

Deutsche 
Welle Booth DW 

World Publishing 
Expo 

11 October 
2018 WAN-IFRA 

presentation 
& booth table 
top 

ATC, IMEC, 
WAN-IFRA 
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Table 12 Events planned during the final year of project, but cancelled or postponed due to Covid-19 travel 
restrictions 

 

Event Date Organizer CPN activity  Attending 
Partners  

SxSW 2020 11 March 2020 SxSW Networking DCat 

Digital Media 
Europe 2020, 
Vienna 

1 April 2020 WAN-IFRA Final event 

WAN-IFRA, 
DCat, DW, VRT, 
SMEs (Yoop, U-
Hopper, Loomi, 
Kensai) 

NEM 2020 18-19th of May 
2020 NEM Paper 

presentation imec, VRT 

 
 

1.5.2 Workshops 

During the first two years of the project, different workshops were organised (see D5.2. and 
D5.3).  

In the third year (last 6 months), no additional user workshops were organised, because the 
focus was on the pilot 3 evaluation.  

During Pilot 3 DW conducted 5 workshops with Journalism Master students and faculty 
members in 5 universities in Bangladesh. The goal of the workshops was to introduce the 
project and recruit participants for the pilot and first and furthermost to introduce the topic 
of news personalisation and kick start a critical discussion about new technologies and their 
influence on traditional media with the students. This workshop series was conducted in 
cooperation with the DW Academy.  

 

1.5.3 Hackathons 

As mentioned in the previous deliverables, two successful hackathons were organised 
during year 2 of the programme (see D5.3). This led to the successful involvement of four 
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start-ups (Kensai, Loomi, U-Hopper and Yoop), who are still very active and involved with 
the consortium today. A full overview of their activities within CPN can be found in D5.5 

 

1.5.4 Final CPN event (Webinar) 

 
In order to end the CPN project and properly launch the CPN system our original plan was 
to organise a three hour event during WAN-IFRA’s Digital Media Europe (DME) conference 
in Vienna on 1 April 2020. DME: https://events.wan-ifra.org/events/digital-media-europe-
2020 
 

- A three-hour side session focused on personalisation (a final demo of the CPN tool 
and a selection of speakers on the broader topic of personalisation in the news 
industry, best cases, challenges, discussions on Privacy and transparency). 

- an exhibition stand where participants can try the CPN app 
- Exhibitions and presentations from the four SMEs (Kensai, Loomi, U-Hopper, Yoop) 

and their work for CPN 
 
Unfortunately, due to the sanitary crisis in Europe, Digital Media Europe was cancelled and 
postponed to November 2020. 
 

Figure 7 Digital Media Europe 2020 postponed 

 
 
As a consequence the Consortium decided in agreement with the Project Officer to organise 
a remote event in the form of a 90 minutes webinar around the topic of personalisation of 
news content after the end of the project: 7 May 2020. 
 
On 30 April we had 60+ participants registered. 
 
Subject – Webinar: Trust, Transparency and Personalisation – Building deeper 
relationships with your readers 
 
The event will cover the following topics together with the panelists: 
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●   What types of personalisation? What does personalisation mean for you? 

●   Why personalisation? What do we want to achieve? 

●   What are the effects in the current COVID-19 crisis? 

●   What about privacy and transparency? 

●   What are the challenges and how to overcome them? 

Panelists: 

●   Swantje Fischenbeck, Innovation Management, Der Spiegel, Germany 

●   Jarno M. Koponen, Head of AI & Personalization, Yle News Lab, Finland 

●   Gordon Edall, Managing Director, Globe Labs, The Globe and Mail, Canada 

●   Ine van Zeeland, PHD Researcher on Privacy at imec-SMIT, Vrije Universiteit 
Brussel, Belgium 

Spotlight on CPN startup partners: 

●   Al Ramich, Founder and CEO at Loomi.AI, UK: ‘How to improve metadata for 
better personalisation?’ 

●   Mattia Fosci, CEO, ID-Ward, UK: ‘How can media companies manage user 
identity and personal data in a privacy-first, post-cookie world?’ 

●   Nicolò Pomini, Software Engineer, U-Hopper, Italy: ‘Solving the cold start 
problem?’ 

  
 
The program will conclude with a Q&A session and a discussion with the audience. As a 
follow up, separate calls for demos of the CPN app and the SME solutions will be arranged 
on a per request basis. Of course the consortium will be open to demo CPN to any media 
company interested in learning more about it.  
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Figure 8 Webinar promotion on Twitter 
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1.6 OUTREACH TO EXTERNAL MEDIA COMPANIES 

The description of work fixed an ambitious KPI concerning the engagement of external media 
organisations during the piloting phases: « Quantitative KPI 4.1: External organisations will 
be extensively involved in the piloting activities. It is expected that at least 8 external media 
organisations will test the platform during the project lifetime. CPN has already collected 5 
letters of support. » 
 
The main objective of these outreach and dissemination activities was to identify and secure 
potential early adopters and testers for CPN who pilot CPN technologies within their 
organisations. WAN-IFRA, imec and ENG have led the charge in organising and arranging 
these activities to keep momentum from the previous year going and to try and obtain early 
adoption and ensure experimentation with CPN microservices before the end of the product 
life cycle. Since mid 2019, the consortium has actively been engaging with external media 
companies in order to identify new partners to test the CPN solutions, if possible to pilot the 
tool using their own content and bring valuable feedback from a professional’s perspective. 
 
This is at the frontier between dissemination and exploitation. For confidentiality reasons, 
the details of the Publishers we have engaged and worked with are described in detail in 
D5.5 “CPN Business Models and Plans”. 
 
This section aims to explain our most important outreach activities to recruit new piloting 
media partners. 
 

1.6.1 Outreach activities 

 
 

Call for Interest (CFI)  

In May 2019 we created a specific page on the website inviting external media companies to 
get in touch if they wanted to pilot the CPN recommender system.  
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Figure 9: Call for interest CPN website 

. 
 
We promoted the page through the CPN newsletter on 7 May 2019, which proved to be quite 
successful. Following the mailing, the large regional French news publisher Sud Ouest got in 
touch to request a demo.  
Followed in July an mailing to 3.300 media professionals (Product managers, Chief Digital 
Officers, Innovation Managers, Head of Digital, Chief Technology Officer, Research managers 
etc.) from the WAN-IFRA database, calling for testers. Ensued, around 15 expressions of 
interest and requests for more information.  
We also disseminated the CFI regularly through the project’s Twitter account (sample tweet 
below), which was picked up and shared by project partners. 

Figure 10 Call for interest CPN Twitter 
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CPN  Information Webinar 8 November 2019 

On 8 November we hosted a CPN information webinar, and invited all the media companies 
that had expressed interest to know more to participate. The aim was, to give all the potential 
testers more information on the CPN project and explain the functioning of the tool and 
answer any questions they may have had. 
 
The objectives of the call were to re-introduce CPN to media companies:  

● goals of the project, features and functionalities of the tool, how companies could 
benefit from using it…   

● Technical description: diving deeper, how CPN works, and how it can be implemented 
by media companies (what is needed from them to start testing)  

● Inform the companies of what we expected from them (feedback collection)  
● Inform them about the post-project plan: these media companies are potential future 

clients  
 
The webinar was attended by participants from Roularta (Belgium), GFR Media (Puerto Rico), 
24 Sata (Croatia), AZ Medien (Switzerland) and Sunday Business Post (Ireland).  
 

Distribution of a “How To Media Company Integration” document 

As a follow up to the Webinar, all participants (including those who could not attend receive: 
● a document explaining in technical terms How to integrate CPN for external media 

companies (see screenshot below) 
● a link to a recording of the webinar 
● the presentation slides  

 
 
 

Figure 11: How to Media Company Integration document 
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The weeks and months that followed were mainly exchanges via email, further discussions 
with technical teams, answering any questions and understanding how to adapt CPN to each 
particular case. 
 
 

1.6.2 Status of External media companies engagement (see D5.5) 

 
To summarize, from mid 2019 the team officially started recruitment actions through mainly: 
·   open call for interest (website, emailings, personal invitations, social media etc) 
·   Engagement with external media companies (webinar and one-to-one demos) 
·   Nurturing relationships, understanding their needs and capabilities, matching them 
with the possibilities of CPN. 
 
For more details of the work and relations developed with external media 
companies please see Section 2 of D5.5 “Exploitation supporting activities: 
outreach to external media companies” 
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 CONCLUSIONS 

This document provided an overview of our dissemination activities in the final phase of the 
project (September 2019 - April 2020) and reported on the CPN communication activities in 
relation to the communication KPIs set at the beginning of the project. Our communication 
and dissemination strategy consisted of a diverse set of cross-interacting activities, reaching 
out to varied audiences (media companies, SMEs, end-users and academia). The 
engagement of CPN’s audiences via Twitter, offline discussions, representation at events, 
and a noteworthy list of publications, combined with other activities as outlined in this 
deliverable, show that the project reached a rather high level in terms of information diffusion 
and reputation building.  

In addition, we have created promising links with external media organisations and had the 
opportunity to generate a substantial impact with the research and development results of 
the CPN project. 

The current evaluation showed that the project achieved most of its goals regarding 
representation at and organisation of events and dissemination of the CPN project and results 
on the project website, social media and in various publications. The only areas where we 
did not completely reach our goals related to academic publications and website traffic. Some 
academic publications, based on the results of the final pilot and the dashboards analysis are 
still in progress, as the pilot results were only recently analysed. We are confident that they 
will be ready for submission soon. 

Finally, the CPN dissemination activities followed the project’s dissemination plan – with 
promising results – but inevitably the coronavirus situation in the Spring of 2020 caused 
significant complications for the final months of the project. We took action where possible 
to minimise the disruption: for instance, a final event was planned for April to present the 
CPN solution to European news editors and executives. After this was cancelled, we settled 
on organising a remote event. 

Moreover, although 20 external media companies expressed interest in testing the CPN tool, 
the sanitary crisis understandably forced them to reorganise their activities and reprioritise 
their available time for research projects such as CPN. Because of this, many media 
companies could not ultimately commit to testing despite promising initial discussions. Many 
of them expressed interest in trying CPN at a later stage however, some providing a letter 
of interest. 
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Abstract In this paper we present DW-Articles, a multi-task dataset that 
combines four main Information Extraction (IE) annotation sub-tasks (i) Named 
Entity Recognition (NER), (ii) Coreference Resolution, (iii) Relation Extrac- 
tion, and (iv) Entity Linking. Our main goal is to produce a dataset that de- 
scribes interactions and properties of conceptual entities on a document level. 
This contrasts with currently dominant approaches that focus on describing 
specific entity mentions in text focusing on local interactions in sub-tasks such 
as relation extraction. By adopting document-level entity-centered approach, 
we are able to annotate entity properties that are not always explicitly stated  
in text and require additional reasoning step to be recognized. This presents an 
additional challenge when building models for DW-Articles since it requires 
an extra reasoning layer to derive the implicit meaning from the content of the 
document as a whole. Furthermore, unlike most of the IE datasets that are 
biased by either relying on pre-defined annotation schemas or on distantly su- 
pervised labeling, we follow a data-driven manual annotation approach. This 
produces a curated dataset with annotations that reflect the content of the cor- 
pus itself. Finally, we illustrate the advantage of using DW-Articles to train 
models in a joint learning setting. Concretely, we use graphical neural nets    
to jointly transfer the information from one task to another on DW-Articles, 

Noname  manuscript No. 
(will be inserted by the editor) 



 D5.4: Final report on dissemination (V1.0) | Public 
 

Page 46 of 86 

©Copyright IMEC and other members of the CPN Consortium 2020 
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1 INTRODUCTION 
 

Information extraction (IE) tasks continue to receive ample interest, since they 
are key to unlock information embedded in a majority of data (especially on 
the web) that today still is unstructured. Such unstructured information can 
be leveraged maximally for further processing by converting it to structured 
data via IE. The majority of current IE works focus on a single specific IE 
task, such as: (i) named entity recognition (NER) [1, 3, 8, 30], (ii) coreference 
and entity clustering [9, 33], (iii) relation extraction [37, 48, 51], and (iv) en- 
tity linking [7]. Recently, such efforts that focus on a single task have been 
complemented with research that tries to take advantage of the inter-relation 
between tasks, thus trying to address two or more of them simultaneously and 
consistently. For example, [34] and [35] show state-of-the-art results when 
jointly learning named entity detection and coreference resolution (tasks (i) 
and (ii)). Similarly, combining tasks (ii) and (iii), [39] and [57] showed that a 
joint model trained on coreference and relation extraction tasks can achieve 
significantly better results than single-task approaches. Furthermore, [6, 54, 55] 
show an existing synergy between entity recognition and relation extraction 
tasks, achieving state-of-the-art results training on these two tasks (i) and 
(iii) jointly rather than separately. Also combining two tasks, [32] explores the 
dependency between entity linking and semantic relations between entities, 
and is able to train faster while achieving state-of-the-art results by includ- 
ing latent relation structural information in their model. Addressing the three 
tasks (i), (ii) and (iv) together, [28] demonstrates the superiority of a neural 
end-to-end architecture that is trained jointly on NER, coreference, and entity 
linking annotation layers. 

However,  despite this explosion of interest and success stories when us-   ing 
joint architectures, there has been limited effort in creating data-driven datasets 
that are jointly annotated for multiple tasks. Indeed, for each of the 
aforementioned IE tasks (i)–(iv), typically separate datasets are used to train  and 
evaluate systems. Consequently, current models addressing multiple IE tasks 
together often use multi-tasking (with different datasets per task) rather than 
really joint modeling   approaches. 

A main objective that we  address in the current paper is to fill that gap       of 
an over-arching dataset covering all aforementioned tasks. We create DW- 
Articles, a new news-based dataset with annotations spanning 4 different se- 
mantic layers: (i) NER, (ii) Coreference Resolution, (iii) Relation Extraction, and 
(iv) Entity Linking. With a newly introduced annotation approach, we address 
four main limitations we  observe in the currently prevalent datasets  that are 
mainly exploited in a multi-tasking setup, as explained next. 

First, we combine the stated 4 different tasks together. By addressing all tasks 
on the same corpus, DW-Articles contrasts with the existing well-known TAC-
KBP datasets [14, 15, 23, 24, 25] where a different, non-overlapping cor- pus is 
used for each of the   tracks. 

Second, we use a bottom-up, data-driven approach where we manually 
define our annotations (in terms of, e.g., the entity and relation types) to reflect 
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the dataset at hand. Our motivation is that we want to maximally extract 
information of the corpus at hand (which we thus implicitly consider to be 
representative of data in the wild, given that we collect our news article corpus 
by random sampling; see further). Such bottom-up, data-driven annotation 
thus differs from currently dominant distant-supervision [20, 47, 61, 64] and 
top-down [14, 52, 53, 58] driven annotation approaches that are initially biased 
towards an a priori defined annotation schema (which is typically relatively 
limited, in terms of distinct entity and relation types). 

Third, unlike currently prevalent sentence-based annotation practices [14, 20, 
47, 58, 59], we rather use a document-level annotation approach for the en- tity 
clustering, linking and relation tasks. The motivation for such document- level 
annotation is to create robust annotations that are consistent across multiple 
sentences. Furthermore, this allows us to adopt a completely entity- centric 
approach where each entity (concept) is represented by one or more mentions 
located in a single or multiple   sentences. 

Finally, we not only annotate the elements (relations, clusters, entity types 
and Knowledge Base(KB) links) that are explicitly mentioned in text, but also 
the ones for which there is no direct evidence from explicit statements. 
Furthermore, we define a set of logical rules (see Appendix E) to (i) guarantee 
the consistency of different relations, and (ii) extend our set of annotations 
even further (e.g., if we know that a city X is located in a state Y , and that the 
state Y is located in country Z, we can also add a located-in relation between 
city X and country Z). This contrasts with the dominant purely evidence- 
based approaches [14, 20, 52, 58, 61] and introduces an additional common- 
sense reasoning evaluation component whose performance can be potentially 
boosted by using a world knowledge KB linking layer on top. 

 
 

 

Fig. 1: An example from the DW-Articles dataset with entity mentions underlined. 
Out    of a total of 29 annotated entities (concepts), we  only show 8 (due to space 
constraints)    to be represented in a graph on the right. This graph illustrates the 
relations that can be derived from the content of the article. The relations that are 
explicitly mentioned in the text (trigger-based) are depicted by solid arrows. 
Conversely, the relations that are implicit and/or need the whole document context 
(document-based) to be derived are represented by dashed arrows. 
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Figure 1 shows an example snippet from the DW-Articles corpus. As a first 
step, we identify all the named entity mentions in the text together with the 
possible entity types (e.g., “Harry” is a named entity mention of types royalty, 
human interest, iptc::08000000,1 person, keyword, and entity ). Second, we clus- 
ter all the mentions of entities in concepts on a document level. Thus, all men- 
tions of Harry are clustered together, and similarly for the mentions Meghan 
and Meghan Markle since they both refer to the same concept. As a third step, 
we link the concepts to Wikidata, where we automatically apply additional 
clustering of entities that point to the same Wikidata entry. Fourth, we identify 
the keyword concepts in the article (e.g., Harry, Meghan). Finally, we identify 
the relations between the entity concepts. We mark both explicit (trigger- 
based) relations (e.g., spouse of Meghan, Harry ; parent of William, Harry ) 
as well as implicit (document-based) relations (e.g., in0 Kensington Palace, 
Britain ; citizen of William, Britain ) that are not explicitly stated in the  text, 
but can be implied by the context or the world knowledge the annotator has. 
Such annotations were performed on 802 general news articles in English, 
selected randomly from a corpus collected from Deutsche Welle2 between 2002 
and 2018, as part of the CPN project3. The annotation process comprised three 
passes over the data, detailed further in Section 3: (i) annotation of entities 
and relations as identifiable by the annotator (i.e., not according to an a priori 
defined/limited set of entity and relation types), (ii) annotation based on the 
entity and relation types as identified in the first pass, (iii) parallel annotation 
by 2 annotators to assess inter-annotator disagreement, derivation of refined 
annotation guidelines and revisiting previous annotations. 

Besides the dataset itself, we also contribute baseline models to address 
aforementioned IE tasks, inspired by state-of-the-art models developed in lit- 
erature on related datasets. In particular, we experiment with newly proposed 
span-based approaches [34, 38, 39] and adapt the DyGIE architecture pro-  posed 
in [39] in order to be used on the DW-Articles dataset. We jointly train NER, 
coreference and relation extraction layers and investigate the benefit of jointly 
solving those tasks versus stand-alone task-specific models. In evalu- ating the 
baseline model performance, we  introduce a new evaluation mea-  sure to 
compute the relation extraction performance on DW-Articles. Current dominant 
systems consider mention-level scoring of relations when reporting on datasets 
such as ACE-2004 [5, 36, 62], ACE-2005 [39, 62], and TACRED [51, 63, 64]. In 
contrast, our proposed scoring algorithm is designed specifi- cally to measure the 
relation extraction between entities that are composed by multiple mentions thus 
addressing two potential problems when using more traditional mention-based or 
cluster-based approaches: (i) a dominance of the score by relations between 
entities composed by many mentions as opposed to the relations between entities 
composed by single or few mentions that would present a purely mention-based 
approach, and (ii) the strictness of purely   clus- 

1 The IPTC types are universally defined news categories based on a media taxonomy 
(https://iptc.org/standards/subject-codes/) 

2 https://www.dw.com 
3   https://www.projectcpn.eu 
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ter-based approach that, besides the relation type, also requires an exact match 
between connected entity clusters (i.e., mentions that compose predicted enti- 
ties) in order for a predicted relation to be considered correct. We solve both 
aforementioned problems by designing a function to re-weight the number of 
predicted and gold relation links between entity mentions by the respective 
predicted and gold entity sizes. Our results suggest that, while challenging, DW-
Articles opens new possibilities of research in the domain of informa-    tion 
extraction by achieving superior results when using joint multi-tasking approach 
compared to single-task based   models. 

In summary, the main contributions of our work are: 

(1) We construct a self-contained dataset (Section 3) with joint 
annotations for four basic information extraction tasks (NER, entity 
linking, coreference resolution, and relation extraction), that provide 
document-level annota- tions (as opposed to typical sentence-level 
annotations for, e.g., NER). 

(2) We introduce a data-driven, bottom-up three-pass annotation 
approach complemented by context-based logical rules (Section 3). 

(3) We provide baseline models (Section 4) with source code for NER, 
corefer- ence resolution, and relation extraction, and provide 
experimental results (Section 6) that demonstrate the potential of 
joint IE task models ver-  sus single-task solutions. For the relation 
extraction part, we additionally propose a new evaluation metric 
(Section 5), which is aligned with the entity-oriented nature of DW-
Articles. 

 
 

2 RELATED WORK 
 

Information extraction (IE) tasks have been studied extensively over the last  two 
decades. Traditionally, most of  the  IE  datasets  have  focused  on  a  sin- gle 
task, making it very challenging to develop systems that train jointly on different 
annotation sub-tasks of a single corpus. Thus, there are a number        of very 
well known datasets for Named Entity Recognition such as CoNLL- 2003 [49] 
and WNUT2017 [12], for Relation Extraction like Semeval-2010 T8 [21], 
TACRED [64], and FewRel [20], and for Entity Linking  such as IITB  [29], 
CoNLL-YAGO [22] and WikilinksNED [16]. Conversely, in this work we 
propose a multi-task dataset as a single corpus annotated with different infor- 
mation extraction layers: named entities, entity clustering, relations between 
clusters of entities, and entity linking as our main core annotated tasks. We further 
complement our dataset with additional tasks such as document clas- sification 
and keyword extraction. Table 1 presents an in-detail qualitative comparison 
between DW-Articles and some of the most well known related datasets, while 
Table 2 provides quantitative corpus statistics. 

Most prominent efforts to produce jointly annotated datasets have focused on 
using a top-down annotation approach. This method involves an a priori defined 
annotation schema that drives the process of selection and labeling of the corpus. 
Consequently, the resulting dataset consists of artificially selected documents 
that contain a minimum amount of previously defined annotation 
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✗ 
✗ 
✗ 
✗ 
✗ 
✗ 
✗ 

✓ 
✗ 
✗ 
✓ 
✗ 
✗ 
✓ 

 

Table 1: Qualitative comparison of the datasets. We  divide our comparison in five groups: 
(i) Core Tasks represent the main sub-tasks covered in DW-Articles, (ii) Doc Level 
indicates different sub-tasks annotated on document level, (iii) Ent Level indicates 
which annotations are done with respect to entity clusters as opposed to individual 
mentions, (iv) Unaided specifies if the annotation process was completely manual or 
some form of distant supervision involved, and (v) Open indicates whether the 
dataset is freely available. 

 
 

types. The de facto datasets used in most of the joint learning baselines such as 
ACE 2005 [58], TAC-KBPs [14, 15, 23, 24, 25] and Rich ERE [52] use this an- 
notation approach. More specifically, during the creation of ACE 2005 dataset 
[42, 53, 58], the annotators initially tagged candidate documents as “good” 
or “bad” depending on the estimated number and types of entities present in 
each one. In subsequent annotation stages, only “good” documents were fully 
annotated and included in the final dataset. Similarly, during the creation of 
TAC-KBP [14, 15] datasets, the annotators focused on creating evenly dis- 
tributed annotations between three entity types (PERs, ORGs, and GPEs),   as 
well as required the candidate documents to contain a minimum number of 
entities related to event types. In case of Rich ERE [52], the documents to an- 
notate were prioritized by the event trigger words density calculated per 1,000 
tokens, focusing thus only on content with a high number of previously defined 
key event-related tokens. Furthermore, other IE-related datasets [2, 20, 61, 64] 
use similar pre-filtering techniques in order to select the text to be annotated. 
As a consequence, the corpus and annotations in these datasets are biased and 
not representative of the language used in the different input domains. Con- 
versely, we adopt a radically different bottom-up approach where we derive 
the annotations (e.g., entity classification types, relation types) from the data 
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itself. This bottom-up data-driven procedure, guarantees that the resulting 
dataset is representative of the document corpus and reflects the particulari- 
ties of the language used in its journalistic domain. Furthermore, it is better 
suited to reflect the properties that are inherently present in written corpora 
such as long-tail distribution of different annotation types. 

Driven by data-hungry models, there has been a growing interest in mak-  ing 
use of distantly supervised algorithms to either automatically produce big 
datasets from scratch [43, 45, 47], or to provide an assistance tool to make      the 
annotation process easier and faster [20, 61, 64]. For example, with 5M tokens, 
the NYT dataset [47] is the largest corpus in the comparison Table  2.    It was 
produced completely automatically by using a factor graph model with  an 
expressed-at-least-once assumption, i.e., assuming that two related entities 
appear at least once in a single sentence. The authors used OpenNLP for NER 
and Freebase as external supervision KBs to derive relations. Conversely, when 
building FewRel [20] dataset, the crowdworkers were given sentences with dis- 
tantly annotated entities (using spaCy) and  relations (taken  from Wikidata)  and 
had to filter out the incorrect ones or the ones that couldn’t be derived   from the 
sentence semantics. Only the relations connecting more than 1,000 instances in 
the corpus were taken into account. Following a very similar pro- cedure in the 
DocRED [61] creation, automatically extracted named entities were first linked 
to Wikidata using exact match heuristic and then connected with respective Wiki 
relations. Afterwards, an additional human annotation  pass was performed to 
validate these relations. While capable of producing large datasets using very few 
annotation resources, these distant supervision methods rely on a set of initial 
assumptions that result in a lack of annotation quality. First, the use of automatic 
NER tools (e.g., OpenNLP or spaCy) can introduce errors. Second, the existing 
KB relation types (e.g., derived from Freebase or Wikidata) used for annotation, 
bias the final dataset towards a preliminary established domain. Third, the use of 
heuristics (e.g., exact match heuristic for entity linking in DocRED) can 
potentially introduce further an- notation mistakes. Finally, these datasets are 
restricted by preliminary estab- lished constraints such as the total number of 
covered relation types or the intra-sentence assumption in the FewRel and NYT 
datasets. As a consequence, the resulting annotations are limited in coverage and 
only focus on a rather constrained number of previously defined cases. We 
address these shortcom- ings by deriving our own annotation schema manually, 
completely from scratch starting from the corpus itself. This way, we are able to 
discover a wide variety of annotation types that can maximally cover  the meaning 
representation of   our corpus. Furthermore, we ensure the quality of our 
annotations by following a three-pass procedure where in the last pass we perform 
an independent par- allel annotation of our dataset and correct the mistakes by 
carefully analyzing each of the found  discrepancies. 

Finally, from the perspective of the necessary evidence to annotate a par- 
ticular entity type or relation, the currently existing datasets can be divided       in 
trigger-based [14, 15, 20, 21, 23, 24, 25, 38, 52, 58, 64] and document-based 
[18, 26, 45, 46, 55, 61] annotations. . The trigger-based datasets require that 
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Dataset Tokens Mentions Clusters # NER 
types 

# Unique Rel. 
instances 

# Relation 
mentions 

# Relation 
types 

# Mention 
KB links 

# Unique 
KB links 

DW-Articles 501,095 43,383 23,133 331 21,580 226,102 69 28,484 13,078 
ACE 2004 185,696 29,949 12,507 43 5,525 5,976 24 - - 
ACE 2005 259,889 54,824 37,622 51 7,786 8,419 18 - - 
MUC-4 (1992) 717,798 14,196 - 13 - - - - - 
SciERC 65,334 8,094 1,015 6 - 2,687 7 - - 
OntoNotes v5 2,088,832 161,783 136,037 - - - - - - 
GENIA 554,346 56,743 ? 5 - 2,337 2 - - 
CoNLL-2003 301,418 35,089 - 4 - - - - - 
DocRED 1,018,297 132,392 98,610 6 50,503 155,535 96 - - 
CoNLL-YAGO 301,418 - - - - - - 34,929 5,599 
TAC-KBP 2010 (EDL) 3,053,336 6,495 3,750 - - - - 3,818 2,094 
FewRel 1,749,300 ? 140,000 - 70,000 ? - ? 140,000 
SemEval 2010 T8 207,307 21,434 - - - 6,674 9 - - 
NYT 5,765,332 1,388,982 - - - 142,823 52 1,388,982 69,506 
TACRED ? - - - - 21,784 42 - - 
WNUT 2017 101,857 3,890 - 6 - - - - - 
BC5CDR 343,175 29,271 10,326 2 3,116 47,813 1 29,562 2,351 
ScienceIE 99,580 9,946 9,536 3 - 638 1 - - 

 

Table 2: Numerical comparison between the datasets. Note that the same entities, 
as well as relations between them, may be expressed more than once per document. 
Hence, we provide both the total number of entity mentions linked to a KB entity, as 
well as the unique number of such links; similarly for relation mentions and their 
unique count. 

 
 

a particular relation or NER type should only be annotated if it is supported 
by an explicit reference in a text. For example, in Fig. 1 there is a concrete 
reference of the relation between “Meghan” and “Harry” in form of triggers 
such as “gets engaged” in sentence 1 and “The wedding” in sentence 2. Most 
of the traditionally used jointly annotated datasets such as ACE 2005 [58], 
TAC-KBPs [14, 15, 23, 24, 25] and Rich ERE [52] as well as others such as 
FewRel [20], OntoNotes [59], TACRED [64], SemEval 2010 Task 8 [21] and 
SciERC [38] are trigger-based. The disadvantage of such an approach is that 
it only captures the most simple cases of relations and NER types that are 
explicitly mentioned in the text. As a general rule, this also limits the datasets 
to cover only the relations between entities that appear within a single or at 
most few adjacent sentences where the relation trigger appears. However, as 
we move to a broader document-based interpretation, it is common to find 
relations that are not explicitly mentioned in text. Thus, in our example of 
Fig. 1 the relation between “Ministry of Defence” and “Britain” is not ex- 
plicitly indicated in the text. However, after reading the whole article we can 
infer relations such as “ministry of”, “agency of” and “based in” between 
these two entities. Unfortunately, a manual document-based annotation pro- 
cess is a time-consuming task. As a consequence, most of the authors have 
recurred to the use of partially [61] or completely [26, 45, 55, 61] distantly 
supervised annotation pipelines to obtain such datasets. In contrast, we create 
the relation and entity type annotations manually. This allows us to produce a 
cleanly annotated dataset by following specific annotation guidelines. The 
only other dataset in using completely manual approach to extract document- 
based relations we are aware of is MUC [18, 46]. However, it is limited to 
only 3 entity and 3 relation types (MUC-7 version) compared to 331 entity 
and 69 relation types in our dataset. Moreover, we define additional 843 ad- 
ditional logical rules on entity tag level and 41 logical rules on relations (see 
Appendix E) to check some reasoning patterns in the data. These rules range 
from a simple implications between NER tags such as type    tag “war” also 
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∧ ⇒ 

 

implies the topic tag “conflict”, to a more complex logical reasoning such as 
in example of Fig. 1 where from the text we know that “Harry” is a “sibling 
of” “Charles”, and “William” is a “parent of” “Harry”. However, a further 
logical rule siblings(X, Y ) parent(Z, Y ) = parent(Z, X) allows us to 
automatically check for another relation of “parent of” between “William” 
and “Charles” that is implied in the article. This way, we are able to inject 
additional level of common-sense knowledge into DW-Articles. 

 
 

3 ANNOTATION PROCESS 
 

In this work we introduce a bottom-up data-driven annotation approach. Our 
main goal was to have the annotation schema reflect most, if not all, of the  types 
of entities and relations that are effectively mentioned throughout the corpus and 
hence be able to structurally extract most of the information em- bedded in the 
corpus. This is why we derived the annotation schema from the corpus itself, for 
which we organized the annotation process in three passes,  that are described in 
more detail below: (i) exploratory, (ii) schema-driven, and (iii) inter-
annotator refinement. 

 
 

3.1 Exploratory pass 
 

During this pass, our main goal was to discover the annotation structure (i.e., 
annotation schema) to be used on the corpus. Three annotators were involved in 

this step: one expert annotator and two job students. However, no parallel 
annotation was done and the role of the expert annotator was to annotate part of 

the corpus himself as well as instructing and supervising the job student 
annotators. No a priori fixed schema was followed, but we required annotators 

to be as consistent as possible during the process. Figure 2 illustrates this 
concept on relation-level annotations. In input text box in the bottom right, the 

annotators can freely define, modify or delete relations and relation types 
between entities by following a previously defined syntax. The same procedure 
is also used to annotate coreferences, entity linking, entity types, and keywords. 

Below, we describe more in detail the chronological steps followed during 
this  exploratory pass. 
Document collection — We began with a complete collection of 156,607 articles 
of Deutsche Welle4  (DW) spanning a period from 2002 to 2018. Out    of this 
set, we randomly selected 804 articles to be fully annotated. 
Topic annotation — We proceeded to annotate each of the documents with 
topics derived from the IPTC5 news media standard. The annotators were 
asked to assign at least one IPTC topic to each of the news articles. 
Keyword annotation — In this phase, the annotators were asked to an- 
notate the main named entities that could best describe (were relevant) to   a 

4  https://www.dw.com/ 
5 https://iptc.org/ 
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Fig. 2: Visual interface used for annotation. The annotators are given freedom to 
define their own annotation types such as relations in the input text box in the 
right corner. 

 
 
 

particular news article. We set no hard limit to the number of main entities  to 
annotate. However, we advise it to not be higher than  5. 
Entity annotation — All the named entities are manually annotated by the 
expert annotator. A set of tags is assigned to each of the entities describing 
its properties such as type, topic, IPTC code, gender (if applicable), etc. The 
focus is to identify a set of categories that are repeated across the documents. 
Entity coreference — The entity coreference was done on named entity level 
without involving nominal and anaphoric expressions. The entity mentions re- 
ferring to the same concept are grouped in clusters. This makes the dataset 
highly entity-oriented since all the annotations are defined in relation to enti- 
ties, each of which cluster one or more named mentions. The process of entity 
coreference was carried out by the expert annotator. 
Entity linking — Once all the entity mentions have been identified and 
coreferenced, we proceed with the entity linking process to the Wikidata6 

knowledge base (KB). For entities that do not appear in English version of the 
KB, we first try to find a match in other wiki languages and, if not found, 
consider the link as NIL. The annotations are carried out on mention level and 
are also used to complement the coreference clusters created in the previous 
step. This is done by automatically grouping mentions of the same entity (i.e., 
those mentiones linked to the same Wikidata entry) in a single concept cluster. 
Table 12 in Appendix C shows the numerical statistics on linked entities for 
our final version dataset. 

 
6   https://www.wikidata.org/ 
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Tag 
Categor
y 

# Ents % Ents # Mens % Mens # Classes Labels per 
Entity 

 

type 21761 94.1% 43139 99.4% 190 2.9 
topic 7850 33.9% 18363 42.3% 14 1.0 
iptc 7066 30.5% 17199 39.6% 113 1.3 
slot 3001 13.0% 14323 33.0% 7 1.0 
gender 407 1.8% 849 2.0% 2 1.0 

TOTAL 23133 100.0% 43383 100.0% 333 3.8 
 

Table 3: Main entity types where Ents and Mens stands for Entities and Mentions 
respec- tively. 

 
 
 
 
 
 
 
 
 
 
 

Relation extraction — With all our entities identified, linked and coref- 
erenced, we proceeded to annotate the relations between them. In this first 
exploratory pass we instructed the annotators to be creative and think in 
different meaningful ways two entities from text could be related. Unlike cur- 
rently dominant datasets where the relations are annotated on the level of each 
of the individual entity mentions (mention-based relations) [2, 14, 15, 23, 
25, 27, 38, 52, 58, 64] triggered by specific expressions, we focus on annotating 
relations between entities themselves (concept-level). This allows us to think 
concept-wise and come up with relations that are not only explicitly, but can also 
be implicitly derived from the text. As a result, our dataset includes pre- 
dominantly long-range relations, i.e., between entities that involve mentions 
located far away (i.e., multiple sentences away) from each other on a document 
level. Figure 3 compares the minimum distance between two mentions involved 
in relation for various mention-based relations (Rich ERE7, TAC-KBP8, and 
ACE 2005) and entity-based relation (DocRED, BC5CDR, and the final ver- sion 
of our  DW-Articles dataset) datasets. The x-axis represents the distance   in 
tokens (left) and sentences (right) and y-axis denotes the percentage of covered 
relations in a dataset. We  can immediately observe that the relations    in DW-
Articles dataset involve mentions that are located further apart. Fur- thermore, we 
also observe how other datasets that define the relation in terms   of entities 
(BC5CDR and DocRED) require larger token and sentence spans     to cover  all 
the relations in the respective dataset. This is explained by  the    fact that entity-
based relations very often involve  mentions located in differ-  ent sentences in 
the document that refer to those entities. This is not the case   for mention-based 
relations such as in TAC-KBP, Rich ERE and ACE 2005 datasets, where the 
annotation bias is towards finding explicitly mentioned relations in text between 
concrete mentions of entities, often within a single sentence. 
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Fig. 3: Comparison of the coverage of the number of relations by token span size 
(left) and sentence span size (right). It can be observed that the average distance 
between the related mentions in our dataset is higher than of other widely used   
datasets. 

 
 

3.2 Schema-driven pass 
 

The main goal of this step is to create a consistent annotation schema for 
(i) named entity and (ii) relation types based on the annotations made in the 
exploratory pass. As a first step, we identify the multi-label tags to be assigned 
to entities. (The next step for relations will be discussed subsequently.) We 
divide entities in five main categories: 

1. Type : The derived entity types fall in one of three main categories: 
Entity (i.e., named entity proper nouns such as “Germany”), Values 
(money, time, and role), and Other (e.g., adjectives referring to 
entities such as “Ger- man”). Each of these entity types can 
hierarchically be expanded to more granular sub-types. For example, 
one of the sub-types of Entity type is per- son (see Table 10 in 
Appendix A), which itself recursively expands into 37 sub-types: 
religion clergy, education teacher, politician, etc. The advantage of 
defining this named entity types taxonomy is that we can easily extend    
it and add additional  sub-types. For  example, if we  observe a big 
number  of annotated entities under the entity  person   politician   
minister   sub-type, we can quickly filter the respective mentions and 
visually de- termine whether it would be reasonable to add additional 
sub-types (e.g., minister of finance, minister of education, etc.). This 
method gives a sub- stantial speed boost in our annotation process 
and goes hand in hand with data-driven bottom-up annotation 
approach where we add entity sub-types only if we observe they are 
actually reflected in the data. 

2. Topic: We categorize our named entities in different topics. Table 
11 in Appendix B provides a detailed illustration on how the 
topics interact 

7          We  use the Rich ERE dataset from the LDC2015E29 and LDC2015E68 catalogs. 
8  We use the TAK-KBP 2017 dataset from the LDC2017E54 and LDC2017E55 catalogs. 
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# Relation 
Labels 

Related 
Ent. Pairs 

%Related 
Ent. Pairs 

# Related 
Men. Pairs 

% Related 
Men. Pairs 

1 12679 76.05% 111537 69.18% 
2 3105 18.63% 34933 21.67% 
3 884 5.30% 14650 9.09% 
4 3 0.02% 100 0.06% 

TOTAL 16671 100.0% 161220 100.0% 
 

Table 4: Relation multilabel  stats 
 
 
 

with our entity types. This tagging approach enriches a more traditional entity 
type annotation based on topic agnostic types present in datasets    such as 
CoNLL-2003, ACE 2005, TAC-KBP and Rich ERE. The advantage of 
linking topics to entity types is that it can be used as an extra feature to 
perform document-level topic modeling. Additionally, the topic information 
can also be used to disambiguate and further boost the performance on  entity 
linking [17, 19]. 

3. IPTC : we use IPTC’s main generic categories (e.g., politics, sport, 
religion, conflict, etc.) to classify our entities. Furthermore, we map 
our entities to more specific IPTC sub-categories where we found a 
good categorization match with our dataset, namely for sport, sport 
event, business sector and policy. 

4. Slot : represents additional categorization that is transversal to 
different entity types. One example is interviewee that can be assigned 
to any person interviewed in a particular article. Other possible slot 
values are: keyword, in, head, death, interviewer, and expert. 

5. Gender : the gender in case of entities that refer to   people. 
 

The coverage of entities as well as the number of classes in each of these 
entity tag classes is represented in Table 3. We observe a combination of differ- 
ent characteristics that makes our DW-Articles entity classification potentially 
more challenging than in other similar datasets. First, the number of labels is 
rather big compared to other similar datasets (check Table 1 for details). Fur- 
thermore, our type tag is organized in a hierarchical structure making it more 
challenging to predict more granular sub-types. Second, we recognize that the 
entity classification is multi-label by nature and allows different complemen- 
tary types to be assigned to a particular entity. As listed in Table 3, the average 
number of labels per entity is 3.8. This contrasts with prevailing single-label 
multi-class datasets such as ACE 2005[58], TAC-KBPs [14, 15, 24, 25], Rich 
ERE [52], WNUT 2017[12] and CoNLL-2003[49]. Third, from Table 10 (see 
Appendix A) we observe that the tag distribution is very unbalanced, where 
some types appear more frequently than others in our dataset. This opens the 
possibility to explore zero-shot and few-shot learning techniques using DW- 
Articles dataset. 
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The annotation  schema  consolidation  process  for  relation  annotations 
is very similar to named entities. We aim to create relation types that also 
depend on the entity tag  types of the connected named entities. The reason   
for this tag dependency is that we expect that the  joint  models can benefit  
from the resulting cross-task type inter-connection. Thus, in the example of   
Fig. 1 we have a relation between a named entity sub-type ministry and a 
location sub-type country represented as gpe0 in our annotation schema. The 
hierarchical  type  path  to  ministry is entity organization gov org 
ministry. In general, for organization entity types we use the relation based- 
in0 to connect it with gpe0. However, we define additional relations that reflect 
the hierarchical entity type chain: agency-of  to connect gov org,  ministry-   
of to connect ministry with location sub-types. This relation type hierarchy 
coupling with named entity type tag hierarchy is not strict and we only define 
the corresponding relation types if (i) it results in meaningful and interpretable 
relation, and (ii) if the dataset contains actual instances of a particular relation 
type. Similarly to entity type annotations, this approach allows to quickly 
extend the annotations to more granular types by filtering on a particular  
generic (parent) relation type and dividing into further sub-types if they are 
backed up by  enough instances in the   dataset. 

Furthermore, unlike the current mainstream relation datasets [21, 38, 52, 
58, 64], we thus also allow relations between the same two entities in our corpus 
to have multiple labels. Thus, in the example in Fig. 1 we note that the relation 
between Harry and Britain is both royalty-of and citizen-of. Additionally, we 
define further logical rules to automatically guarantee the consistency of the 
relations and their types. For instance, in the example of Fig. 1, the parent-of 
relation between “William” and “Charles” entities can be derived from the fact 
that “Harry” is a sibling-of “Charles” and “William” is parent-of “Harry”. 
This way, we also introduce an additional reasoning layer to predict the rela- 
tions in our dataset. A complete list of logical rules is defined in Appendix E. 
Note that this list also includes rules related to the hierarchy of relations. This 
gives us flexibility to modify the hierarchical structure of our annotation 
schema. 

 
 

3.3 Inter-Annotator Agreement and Annotation Refinement 
 

In order to assess and further improve the quality of our dataset we annotated 
100 randomly selected news articles (12.5% of our dataset) from scratch. This 
work is done by a second independent expert annotator. The annotations in 
this pass are performed by following the already defined annotation schema 
based on the annotation process in exploratory and schema-driven passes. We 
use this second annotated subset to measure the inter-annotator agreement 
and subsequently determine the parts of the dataset that still need to be 
improved. In order to measure the agreement we use the Cohen’s kappa coef- 
ficient [11] whose general formula is described in Eq. (1). Where po represents 
the observed agreement between the two annotators and pe      is the expected 
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agreement between the annotators (i.e., agreement by chance). 

po − pe 

1 − pe 

 
 

(1) 

More specifically, in our case we calculate the observed probability po  as in  Eq. 
(2) where N is the number of annotated items  and  agree(arg1, arg2) returns 1 
if arg1 is equal to arg2 and 0 otherwise. Ai,j  on the other hand, is    the annotation 
made by  annotator i for item j. Thus, po  can be interpreted as  the fraction of the 
labels two annotators agree, also called percent agreement [41, 50]. 

), 
agree(A1,j , A2,j ) 

j=1 
po = (2) 

N 
To calculate the expected agreement probability we use the formulation in 
Eq. (3) which can be interpreted as an estimation of the probability that both 
annotator 1 and 2 will annotate a particular item with label l. In this context, 
ni,l is the number of items the annotator i annotated with label l and L is the 
total number of labels. 

p  =      
n1,l 

 
 

L 
2,l  = n
 n 

 
 

 
(3) 

 

  

For multi-label annotations where it is possible to assign multiple classes for a 
particular annotation item (i.e., named entity and relation types), we report a 
weighted kappa score. Table 5 presents a summary of Cohen’s kappa scores for 
each of the multi-task layers before and after the dataset revision performed     in 
this pass. We observe that even before the revision the lowest kappa scores for 
relation annotation of 0.6594 indicate a moderate to substantial agreement [31, 
41]. We further improve this score to 0.8729 which is considered strong 
[41] to almost perfect [31] agreement. We achieved this by carefully examining 
and analyzing the discrepancies, fixing the dataset and adapting accordingly 
the annotation guidelines. It is also worth noting that the agreement score for 
relation detection is always slightly lower than for relation classification. This 
is because manually detecting relations on document level is rather hard and 
time-consuming task that requires a careful reading and interpretation of the 
document content. However, once the relation has been identified, it is rather 
straightforward to assign the correct type given the clearly defined annota- 
tion guidelines. Furthermore, we observe an opposite phenomenon for named 
entities where, despite the fact that we achieve almost perfect agreement on 
both entity detection and classification, the agreement for detection is slightly 
higher (0.9673) than for classification (0.9026). The explanation for this is that 
named entity detection is rather straightforward and most of the entities can 
be identified by a single document scan. However, the classification process, 
even with defined guidelines, is not always clear cut and aggravated by a sub- 
stantially higher number of entity tags (331) in comparison to the number of 
relation types (69). 

l=1 
l=1 

l=1 l=1 

κ 
= 

2,l 
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Task Before Revision After Revision 

Named Entity 0.8497 0.8703 
Named Entity Detection 0.9665 0.9673 
Named Entity Classification 0.8812 0.9026 

Coreference 0.9302 0.9324 
Entity Linking 0.9280 0.9320 
Relation 0.6594 0.8729 

Relation Detection 0.7686 0.8727 
Relation Classification 0.8118 0.9666 

 

Table 5: The inter-annotation agreement scores between all the different annotation 
tasks before and after the dataset revision performed after analyzing the 
discrepancies between the parallel annotations. The scores are reported using 
Cohen’s kappa or weighted Cohen’s kappa metric depending on whether the nature 
of annotations is single (NER Detection, Keyword Detection, Entity Linking, Relation 
Detection) or multi-label (NER Classification and Relation Classification) respectively. 

 

Fig. 4: DyGIE architecture, the numbers in the circles represent the order of the 
execution of different components. 

 
 

4 MODEL 
 

4.1 Baseline Architecture 
 

We use a recently proposed span-based DyGIE [39] architecture in order to 
demonstrate how the different annotated layers of DW-Articles dataset can 
be used jointly to boost the performance of each of the individual tasks. Fig- 
ure 4 illustrates the architecture of DyGIE. The input to the model consists of 
a concatenation of GLoVe [44] and character embeddings. A further layer of 
bidirectional LSTM is applied. Each of the span representations is obtained by 
concatenating the hidden LSTM representations at the begin and end span 
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positions. We denote these original span representations as G0 = {g0, . . . , g0 : 
g0 Rn that are associated to each of the S = s1, . . . , sT within-document textual 
spans where T is the total number of spans in the document. This contrasts 
with sentence-based original DyGIE implementation provided in [39, 57]. 
The DyGIE architecture provides the option to further iteratively refine these 
span representations by using graph propagation techniques on coreference 
(N propagation iterations) after which an updated span represen- 
tation GN   = {gN , . . . , gN   : gN   ∈ Rn} is obtained to be used as input to 
relation propagation and scorer modules. Similarly, the relation graph propa- 
gation module is executed (M propagation iterations). This propagation yields 
updated span representation GN +M  = {gN +M , . . . 
, gN +M 

:  gN 
+M 

∈ Rn} 

that is used as input to named entity scorer model. Accordingly, we expect to 
demonstrate that by using these graph propagation techniques, we can boost 
the performance of our individual relation and NER tasks. Below, we provide 
more in detail formulations of DyGIE model used in our experiments. We 
follow the notation proposed originally in [39]. Furthermore, we explain the 
adaptations that we had to make in order to apply it to DW-Articles dataset. 
Coreference Scoring and Propagation — The coreference confidence scores 
between span i and j for propagation iteration t denoted as P t  (i, j) is   calcu- 
lated as in Eq. (4), 

 t 
 

  exp(V t (i, j)) 

PC (i, j) = 
), 

 
jI∈BC 
(i) 

exp(V t (i, jl)) (4)
 

Where V t (i, j) denotes a Feed-forward Neural Network (FFNN) that takes as 
input a following concatenation of span representations [gt, gt, gt8gt ] and out- 
puts a scalar score. The BC (i) are the antecedent spans of si upper-bounded by 
the beam size bc, which is highly dataset-dependent hyper-parameter, and in 
our experiments we set it to 125, which is enough to cover all of the document- 
level co-references in DW-Articles dataset. In case N > 0 indicating that we 
want to calculate coreference propagation, the span update vector ut  ∈ Rd  is 
first calculated as indicated in Eq. (5) to be later used in Eq. (7) to update 
span representations. Essentially, ut  consists in a weighted sum of neighbour- 
ing span representations gt where the weights are the coreference confidence 
scores Pt (i, j) calculated in Eq. (4). 

 

ut  (i) = Pt (i, j) 
gt 

(5) 

C C j 
j∈BC (i) 

Relation Scoring and Propagation — Unlike a single coreference scalar 
score V t (i, j), for relation a vector of length LR is used to denote the possi- 
ble relation scores between two spans. The complete relation scoring tensor is 
denoted as V t ∈ RbR×bR×LR where bR is the number of spans involved in rela- 
tion, and LR is the number of possible relation classes. To calculate the optimal 
bR for a particular document, we use a similar approach as the one adopted 
in the implementation in [57], namely to set bR as a proportion of number of 
tokens. The only difference is that while in [57] the proportion is taken with 
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respect to the number of tokens in a sentence, we take it with respect to the 
number of tokens in a document. We use a proportion of 0.20 which covers 
more than 98% of relation mention pairs in the DW-Articles dataset. Simi- 
larly as with coreference, in order to calculate the LR-length vector of relation 
scores Vt (i, j), a FFNN is used with [gt, gt, gt 8 gt ] as input. Unlike the orig- 
inal DyGIE version that uses a maximum predicted score Vt (i, j) between the 
span i and j to predict a single relation type, in DW-Articles we use a 
threshold on Vt (i, j) after the final relation propagation to predict a set of 
possible relation types. This is because, as shown in Table 4, an important 
number of relations in DW-Articles dataset between two mentions (more than 
30% of mention pairs) is multi-label. Similarly as with coreference (Eq. (5)), 
a relation span update vector is calculated as described in Eq. (6), 

ut (i) = f (Vt (i, j)) AR 8 
gt 

 
(6) 

R R j 
j∈BR 

Where BR is the beam of top bR spans ranked by a relation pruner (FFNN), 
AR RLR×d is a trainable projection tensor, and f is a non-linearity function 
(ReLU). 
Updated Span Representation — The coreference (C) and relation (R) 
update vectors defined in Eq. (5) and (6) respectively are used to update the 
span representation for the next iteration t 1, . . . , N + M as described 
formally in Eq. (7). First, the N coreference iterations (x = C) are executed, 
followed by M relation iterations (x = R), 

ft (i) = g(Wf [gt, ut (i)]) (7) 
x x   i x 

gt+1 = ft (i) 8 gt + (1 − ft (i)) 8 ut (i) 

Where x ∈ {C, R}, Wx  ∈ Rd×2d, g  is a sigmoid function. ft         ∈ Rd  can be 
interpreted as a gating vector that acts as a switch between the current   span 
representations gt, and the update span vector ut (i). 

i x 
Entity  scoring — The mention scoring is done on the final GN +M   span 
representations using FFNN. Unlike the original DyGIE implementation that 
predicts single label for a particular span, we use a multi-label approach, since 
each of the entities in DW-Articles dataset can be assigned multiple tag labels 
(see Table 3). 
Loss Function — the total loss in DyGIE is a weighted average of individual 
losses of coreference, relation and entity  scoring. 

 
 

4.2 Decoding and Prediction 
 

In order to use a DyGIE model to make predictions on the DW-Articles dataset 
the individual predictions of clusters, relations and entity mentions have to be 
integrated. First, K coreference clusters are predicted, we denote them with 
Cp = {c , . . . , c  }. Each of the predicted clusters c  is composed by one or 
more spans. Conceptually, these predicted clusters denote the entities with the 
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corresponding mentions. In order to get the predicted entity tags, we recur to 
the individual predicted span tags by NER scorer Tp  = {t , . . . , t } for each 

 
of the T originally extracted tags. Each of the t1 is composed by zero or more 
predicted entity tags. The resulting tags assigned to each of the predicted 
entity clusters cp  are composed by the union of the tags predicted for each of i 
the span men s  ∈ c . Similarly, in order to predict relations between two 
clusters cI and cJ , we group (using union operation) all the predicted multi- 
label relation types between individual spans si ∈ cI and sj ∈ cJ derived 
from 

R 
 
 

5 METRICS 
 
 
 

 

Fig. 5: Relation metrics motivation. 
 
 
 

We use traditional MUC [56], B-CUBED [4] and CEAF [40] metrics to 
evaluate the coreference in our models. Similarly as it is done in other related 
work [9, 10, 13, 34, 35, 60], we report the average of these three metrics. 

For NER score, we calculate the precision, recall and F1 scores on mention 
level (M-F1) as well as on soft-entity (S-F1) weighted level. While, M-F1 mea- 
sure provides a good way to evaluate the impact of our model on individual 
mention-level, it can get biased towards entities with big number of mentions, 
this is why S-F1 was developed  . 

p 
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In order to report on relations, we contemplate mention level (M-F1), soft- 
entity level (S-F1), as well as hard cluster level (H-F1) metrics. We consider 
S-F1 as our main metric to evaluate the performance of the models since we 
consider it captures the balance between mention-level and entity-level relation 
scoring. In order to illustrate the advantage of using S-F1 metric we recur to 
examples illustrated in Fig. 5. Consider two relations R1 and R2 that involve 
four clusters {C1, C2, C3, C4} each one composed by mentions represented as 
text spans {s1, . . . , s20}. The first one (R1) is between two relatively big entity 
clusters that are represented as C1 and C2 where |C1| = 9 and |C2| = 8. The 
relation R2, on the other hand, is between two small clusters C3 and C4 where 
|C3| = 2 and |C4| = 1. We follow the general equations for calculation of 
Precision (Pr), Recall (Re) and F1 scores described in Equations (8) - (10) in 
order to build the Table 6 where we compare mention-based (M-Pr, M-Re and 
M-F1), soft entity-based (S-Pr, S-Re and S-F1), and hard entity-based (H-Pr, 
H-Re and H-F1) metrics for all three scenarios described in Figure 5. 

 
 

Pr = 
 

Re = 

tp 
tp + 
fp tp 
tp + 
fn 

 
(8) 

 
(9) 

Pr Re F1 = 2 · Pr + Re 
(10) 

 

The disadvantage of using purely mention-based (M-F1) relation metric as 
in previous work [5, 36, 39, 51, 62, 63, 64], is that the entity relations R1 and R2 
are assigned different weight. More specifically, M-F1 is highly influenced by 
the relation R1 between two big clusters. Thus, in case of Scenario 1 in Figure 5 
where the model fails to predict R1 relation between C1 and C2, it transforms 
in a huge drop in M-F1. This is because there are |C1| · |C2| = 8 · 9 = 72 
mention-level relations between C1 and C2. This results in 72 false negative 
(fn) cases compared to only |C3| · |C4| = 1 · 2 = 2 true positive (tp) cases 
given by correct prediction of R2. This translates in a very low recall (0.027), 
which produces a dis-proportionally low F1 score (0.053). Conversely, Scenario 
2 presents an opposite situation where the relation R1 between entity clusters 
C1 and C2 is predicted correctly, but not the relation R2 between the cluster 
C3 and C4. The resulting mention-level F1 (M-F1 of 0.986) is driven by high 
recall that is caused by a big number of mentions connected by R1 compared 
to R2. In reality, however, only 1 out of 2 relations between entities is correctly 
predicted. In both cases, this problem can be solved by considering what we 
denominate Hard-Entity Level scores where both, the entity cluster content as 
well as predicted relation between entity clusters have to be correctly predicted 
in order to be counted as true positives. However, this metric seems to be 
overly strict in situations such as the one depicted in Scenario 3. Here, only 
one mention given by span s1 was assigned to the wrong entity cluster C3 
instead of C1, which makes hard entity match fail, assigning 0.0 in H-Pr, H- 
Re, and H-F1 scores. 
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Mention Level Soft-Entity Level Hard-Entity Level 

 M-Pr M-Re M-F1 S-Pr S-Re S-F1 H-Pr H-Re H-F1 

Ground Truth 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
Scenario 1 1.000 0.027 0.053 1.000 0.500 0.667 1.000 0.500 0.667 
Scenario 2 1.000 0.973 0.986 1.000 0.500 0.667 1.000 0.500 0.667 
Scenario 3 0.985 0.892 0.936 0.833 0.944 0.885 0.000 0.000 0.000 

 
Table 6: Comparison of different relation metrics. 

 
 
 

As a consequence, we propose a Soft-Entity Level metric that is a relaxed 
version of Hard-Entity Level. We  do this by  taking into account the number   of 
correctly connected mention spans (mention-based level metric), but re- 
weighting by the connected cluster sizes in order to not let the metric be 
dominated by clusters with large number of entity mentions. We  do this by 
defining GC  and PC  as a set of ground truth and predicted relation tuples on 
a cluster level such that GC   ∈ {(Cs, p , Co), . . . , (Cs 

C , p C , Co 
C )} and PC  ∈ 

{(Cs, p , Co), . . . , (Cs 
C , p C , Co 

C )} where RC  and RC  are the total numbers 
of cluster-level ground truth and predicted relations respectively. Similarly,  we 
define GM  and PM to refer to the set of expanded ground truth and predicted 
mention-level relation tuples. We further define a function M (Cs, p, Co) that, 
given a subject (Cs) and object(Co) relation entity clusters as well as a relation 
predicate p, returns a set of mention-level relation tuples between spans of Cs 
and Co of type p where M (Cs, p, Co) = Cs Co . Next, from the equations (8)-
(10), we know that in order to calculate precision, recall and F1 metrics, we 
first need to compute the number of true positives (tp), false positives (fp) and 
false negatives (fn). This is done, in equations (11)-(14). As it can be noted, 
we define two true positives metrics. The first one (tp p) is re-weighted by the 
number of mention-level relations between predicted clusters, while the 
second one (tp g) is re-weighted by the number of mention-level relations 
between gold clusters. This is needed to be able to achieve the constraints 
described in equations (15) and (16), in order for the precision and recall 
scores always be between 0 and 1. 

 
 

tp p = 
C  ,p,C ∈PC 

|M (Cs, p, Co) ∩ 
GM | 

|M (Cs, p, Co)| 

 
(11) 

s 
 
 

tp g = 
 

o rel 

|M (Cs, p, Co) ∩ 
PM | 

 
(12) 

C  ,p,C ∈GC |M (Cs, p, Co)| 

s 
 
 

fp = 

o rel  
1.0 
− 

|M (Cs, p, Co) ∩ 
GM | 

 
(13) 

C  ,p,C ∈PC |M (Cs, p, Co)| 

s 
 
 

fn = 

o rel  
1.0 
− 

|M (Cs, p, Co) ∩ 
PM | 

 
(14) 

C  ,p,C ∈GC 
|M (Cs, p, Co)| 
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·  

∼ 

 

tp p + fp = # of predicted rels (15) 
tp g + fn = # of correct rels (16) 

 
Equations (17)-(19), on the other hand, describe how precision(E-Pr), recall(E- 
Re) and F1(E-F1) scores of the Soft-Entity Metric are calculated. 

tp p 
 

E-Pr = 
 

E-Re = 

 
 

tp p + 
fp tp 
g 

tp g + 
fn 

(17) 
 

(18) 

E-Pr E-Re E-F 1 = 2 · E-Pr + E-Re 
(19) 

 
 

6 RESULTS 
 
 

Model Setup Coreference Relation Tag 
AVG-F1 M-F1 E-F1 M-F1  E-F1 

 

Independent NER - - - 86.3 ? 
Independent Rel 88.7 ? 68.9 - - 
Joint 89.5 ? 71.5 87.5 ? 
Joint+BERT ? ? ? ?   

Table  7: Main Results. The missing results (?  marks) will be completed in the final 
version    of  the manuscript. 

 
 

We experiment by training DyGIE model on three tasks: NER, coreference, 
and relation extraction. Table 7 describes the main results of training on inde- 
pendent task models (Independent NER and Independent Rel ), compared to 
a joint approach where all the tasks are trained jointly. As it can be observed, 
the joint setup has a significantly better performance than individual tasks. 
This demonstrates the benefit of our dataset in multi-task setting. Further- 
more, we perform additional experiments in order to study how CorefProp 
and RelProp iterations affect the performance of individual tasks. Thus, in 
Table 8 we can observe that CorefProp has a positive effect of 1.7 F1 points 
on our M-F1 NER with respect to Independent NER model. The RelProp, 
on the other hand, also produces an improvement of 0.4 F1 points. Similarly, 
we observe a boost of performance on the Independent Rel model of 3 F1 
points when trained jointly with CorefProp. 

Additionally, we explore the effect of the number of propagation (Coref- 
Prop and RelProp) iterations on the final F1 score on the NER and Relation 
extraction tasks, which is illustrated in Figure 6. We observe that the main 
benefit comes from CorefProp module both for NER as well as for Relation 
prediction modules. The improvement coming from RelProp on NER module 
is less significative. Furthermore, we still note that potentially there is still 
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Model Setup NER 
M-F1 E-

F1 
Independent NER 85.6 ? 
+CorefProp 87.3 ? 
+RelProp 86.1 ? 
+BothProp ? ? 

Independent  NER+BERT ? ? 
+CorefProp ? ? 
+RelProp ? ? 
+BothProp ? ? 

 
Table 8: Impact of CorefProp and RelProp on NER. The missing results (? marks) will 
be completed in the final version of the manuscript. 

 
Model Setup  Relation 

M-F1 E-
F1 

 

Independent Rel ? 68.87 
+CorefProp ? 72.09 
+RelProp ? ? 
+BothProp ? ? 

Independent  Rel+BERT ? ? 
+CorefProp ? ? 
+RelProp ? ? 
+BothProp ? ? 

 
Table 9: Impact of CorefProp and RelProp on Relation. The missing results (? marks) 
will be completed in the final version of the manuscript. 

 
 

space for improvement by adding more CorefProp (N ) as well as RelProp (M ) 
Iterations. Strangely enough, we also note an initial drop in F1 performance 
score for N = 1 when CorefProp is applied to relation prediction module. We 
are going to study the cause of this phenomena in the final version of the 
paper. 

 
 

 

Fig. 6: Impact of the Coref and Relation Propagation Iterations different   tasks. 
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7 CONCLUSION 
 

In this work we introduce DW-Articles, a manually annotated multi-task 
dataset that comprises NER, Coreference, Relation Extraction and Entity 
Linking as main tasks. We show how DW-Articles is different from the main- 
stream datasets by focusing on document-level and entity-centered annota- 
tions. This makes also the predictions on this dataset more challenging by 
having not only to consider explicit, but also implicit document-level interac- 
tions between entities. Furthermore, we show how different tasks inter-relate 
with each other by training joint models and demonstrating their superior 
performance compared to single-task approaches. 
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Appendices 
A HIERARCHICAL ENTITY TYPE STATISTICS 

 
Entity Type # Entities %Entities # Mentions %Mentions 

ENTITY 13152 56.9 % 30716 70.8 % 
location 4956 21.4% 11547 26.6% 

gpe 3965 17.1% 9830 22.7% 
gpe0 2225 9.6% 6559 15.1% 
gpe2 1497 6.5% 2873 6.6% 
gpe1 244 1.1% 406 0.9% 

regio 479 2.1% 916 2.1% 
facility 258 1.1% 384 0.9% 
waterbody 91 0.4% 145 0.3% 

organization 3419 14.8% 8128 18.7% 
media 659 2.8% 984 2.3% 
igo 547 2.4% 1992 4.6% 

so 171 0.7% 912 2.1% 
party 381 1.6% 949 2.2% 
company 368 1.6% 932 2.1% 
sport team 367 1.6% 1106 2.5% 
governmental organisation 342 1.5% 636 1.5% 

agency 228 1.0% 444 1.0% 
ministry 81 0.4% 104 0.2% 

armed movement 107 0.5% 373 0.9% 
ngo 101 0.4% 172 0.4% 
todo org 98 0.4% 142 0.3% 
education org 79 0.3% 98 0.2% 
research center 55 0.2% 80 0.2% 
policy  institute 54 0.2% 85 0.2% 

person 3396 14.7% 8259 19.0% 
politician 1183 5.1% 3324 7.7% 

head of state 379 1.6% 1270 2.9% 
head of gov 247 1.1% 673 1.6% 
minister 217 0.9% 458 1.1% 

sport player 405 1.8% 844 1.9% 
todo per 322 1.4% 666 1.5% 
artist 262 1.1% 586 1.4% 

writer 64 0.3% 210 0.5% 
actor 56 0.2% 122 0.3% 
filmmaker 56 0.2% 82 0.2% 

politics per 209 0.9% 457 1.1% 
manager 104 0.4% 297 0.7% 
journalist 104 0.4% 153 0.4% 
gov per 98 0.4% 160 0.4% 
offender 75 0.3% 347 0.8% 
activist 68 0.3% 181 0.4% 
clergy 59 0.3% 137 0.3% 
sport coach 57 0.2% 129 0.3% 

misc 832 3.6% 1679 3.9% 
work of art 173 0.7% 246 0.6% 

film title 79 0.3% 119 0.3% 
award 88 0.4% 196 0.5% 
treaty 81 0.4% 150 0.3% 
product 65 0.3% 148 0.3% 
todo misc 59 0.3% 99 0.2% 

event 354 1.5% 701 1.6% 
sport competition 183 0.8% 410 0.9% 
war 56 0.2% 74 0.2% 

language 90 0.4% 165 0.4% 
ethnicity 84 0.4% 242 0.6% 

VALUE 5903 25.5 % 7104 16.4 % 
time 2907 12.6% 3608 8.3% 
role 2390 10.3% 2865 6.6% 
money 606 2.6% 631 1.5% 

OTHER 2735 11.8 % 5493 12.7 % 
loc0-x 1596 6.9% 3827 8.8% 
footer 413 1.8% 413 1.0% 
loc-x 353 1.5% 585 1.3% 
religion-x 235 1.0% 486 1.1% 
none 78 0.3% 97 0.2% 

skip 75 0.3% 93 0.2% 
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EXPERT 9 0.0 % 26 0.1 % 
ALIAS 7 0.0 % 43 0.1 % 

TOTAL 23133 100.0% 43383 100.0% 

 
Table 10: Entity type statistics... 
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B INTERACTION OF ENTITY  TOPIC AND TYPE   TAGS 

 
The content of each of the cells consists of the Entity sub-types of different hierarchy levels represented by the column that belong to the topic represented by the row. 

 
 person organization event location misc 
 
 

politics 

head of gov, head of  state, 
minister, politician regional, 
politician local, 
politician national, 
politics candidate, politician, 
politics per, activist, gov  per 

politics  institution, 
politics org, party, ngo, igo, so, 
policy institute, movement, 
agency, ministry, 
military alliance 

 
 
summit meeting, scandal, 
politics event 

 
 
politics facility 

 
 
politics misc, politics project, 
treaty,  report 

 
 
 

culture 

 
 
character, culture per, artist, 
writer, actor, filmmaker, 
musician 

 
 
 
music band, culture org 

 
 
 
festival, filmfestival 

 
 
 
culture facility 

art title, culture  title, 
exhibition title, culture misc, 
work of art, book  title, 
film title, tv title, music title, 
theatre title, musical title, 
film award, book award, 
music award, tv award, 
column title 

 
education 

education teacher, 
education per, 
education  student 

 
education org   

education facility 
 
education study 

religion religion  deity,  religion clergy religion org religion event religion facility religion, religion  misc 
 

human 
 
royalty    film award, book award, 

award, music award, tv award, 
sport award 

conflict military personnel, 
military rebel 

army,  military alliance, 
armed movement war, protest military facility military equipment, 

military mission 
media journalist media    
science researcher, science per research center   species, research journal, 

technology 
 

sport 
sport player, sport  coach, 
sport head, sport referee, 
sport per 

 
sport team, sport org 

 
sport competition 

 
sport facility 

 
sport award 

labour union head, union member, 
union rep union    

 
business manager, employee, 

business per 
company, business org, 
trade fair, market exchange, 
business advocacy 

  
business facility product, brand, market index, 

business misc 

health health per health org  health facility health  disease, health drug 

justice offender, advisor, victim, 
judge, police per, justice  per 

court, criminal org, police org, 
justice org  prison justice misc, case 

weather   weather storm   
Table 11: Structural illustration of the NER entity types in DW-Articles dataset. The columns represent the main entity types (person, organization, event, location, misc). 
The rows represent the different content topics in which we categorize the named entities. Each of the cells contains the possible NER subtypes (of different hierarchy levels) 
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that correspond to the respective parent NER type (column) and topic  (row). 
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C ENTITY LINKING STATISTICS 

 
Table 12 describes the statistics of linked entities with respect to the total 
number of entities in each of the Entity sub-types. The columns % Linked 
Entities and % Linked Mentions indicate the percentage of annotated linked 
entities and mentions with respect to the total number of annotated enti- 
ties/mentions in a particular Entity Type category. The column Prior Linking 
on the other hand, indicates the accuracy on test set of linking an entity to the 
most frequent link used in training set. For example, we observe that geo- 
political entities gpe (e.g., countries, cities, states, etc.) have very high prior 
linking accuracy. This indicates that there is high repetition of geopolitical 
names between the annotated articles. Other entity types such as facility or 
person have lower prior linking scores, indicating that there is higher variation 
of these entities in our dataset and the automatic linking process can be po- 
tentially more challenging on these entity types. The entity linking annotation 
is carried out by the expert  annotator. 

 
 

Entit
y 
Typ
e 

# 
Linked 
Entitie
s 

% 
Linked 
Entities 

# 
Linked 
Mention
s 

% 
Linked 
Mention
s 

Prior 
Linkin
g 

 
 

ENTITY 11741 89.3 % 28138 91.6 % 71.4% 
location 4862 98.1% 11425 98.9% 85.9% 

gpe 3938 99.3% 9800 99.7% 89.8% 
regio 456 95.2% 885 96.6% 83.8% 
facility 228 88.4% 350 91.1% 24.6% 
waterbody 90 98.9% 144 99.3% 83.3% 
district 37 94.9% 42 93.3% 33.3% 

organization 3132 91.6% 7700 94.7% 70.4% 
media 622 94.4% 936 95.1% 80.5% 
igo 525 96.0% 1943 97.5% 76.4% 
party 358 94.0% 897 94.5% 76.2% 
company 320 87.0% 858 92.1% 71.4% 
sport team 366 99.7% 1105 99.9% 71.0% 

person 2629 77.4% 6619 80.1% 56.4% 
politician 1162 98.2% 3296 99.2% 66.4% 
sport player 404 99.8% 843 99.9% 34.4% 
todo per 126 39.1% 259 38.9% 67.9% 
artist 246 93.9% 531 90.6% 5.6% 
politics per 126 60.3% 277 60.6% 54.7% 

misc 616 74.0% 1356 80.8% 58.0% 
work of art 141 81.5% 205 83.3% 9.1% 
award 72 81.8% 174 88.8% 63.6% 
treaty 60 74.1% 115 76.7% 71.4% 
product 50 76.9% 126 85.1% 53.8% 
todo misc 35 59.3% 73 73.7% 40.0% 

event 320 90.4% 656 93.6% 50.0% 
sport  competition 163 89.1% 385 93.9% 62.0% 
war 56 100.0% 74 100.0% NaN 
summit meeting 15 68.2% 27 67.5% 100.0% 
holiday 21 95.5% 39 97.5% 100.0% 
history 17 89.5% 28 93.3% 100.0% 

TOTAL 11741 89.3% 28138 91.6% 71.4% 
 

 

Table 12: Entity linking statistics. 
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D RELATION TYPE STATISTICS 

 
 

Relatio
n 
Type 

Related 
Ent. 
Pairs 

%Relate
d Ent. 
Pairs 

# 
Related 
Men. 
Pairs 

% Related 
Men. Pairs 

 
 

based in0 2359 14.150% 18763 11.638% 
in0 2120 12.717% 15810 9.806% 
citizen of 1970 11.817% 25742 15.967% 
based in0-x 1882 11.289% 12211 7.574% 
citizen of-x 1844 11.061% 17039 10.569% 
member of 1611 9.663% 19918 12.355% 
gpe0 1569 9.412% 18110 11.233% 
in0-x 1474 8.842% 8784 5.448% 
agent of 954 5.723% 15776 9.785% 
head of 564 3.383% 7699 4.775% 
agency of 435 2.609% 4775 2.962% 
player of 401 2.405% 5692 3.531% 
agency of-x 382 2.291% 2108 1.308% 
head of state 380 2.279% 7986 4.953% 
head of state-x 343 2.057% 3853 2.390% 
appears in 294 1.764% 4555 2.825% 
vs 281 1.686% 7187 4.458% 
head of gov 273 1.638% 4015 2.490% 
head of gov-x 247 1.482% 2383 1.478% 
minister of 234 1.404% 2280 1.414% 
minister of-x 213 1.278% 1629 1.010% 
based in2 185 1.110% 971 0.602% 
part of 164 0.984% 2858 1.773% 
in2 157 0.942% 1055 0.654% 
created by 134 0.804% 944 0.586% 
agent of-x 125 0.750% 897 0.556% 
award received 111 0.666% 973 0.604% 
institution of 105 0.630% 2113 1.311% 
ministry of 81 0.486% 666 0.413% 
coach of 65 0.390% 1211 0.751% 
won vs 61 0.366% 1531 0.950% 
spouse of 55 0.330% 599 0.372% 
event in0 51 0.306% 333 0.207% 
directed by 43 0.258% 303 0.188% 
spokesperson of 39 0.234% 177 0.110% 
plays in 38 0.228% 330 0.205% 
gpe1 35 0.210% 135 0.084% 
product of 31 0.186% 334 0.207% 
event in2 24 0.144% 175 0.109% 
child of 22 0.132% 281 0.174% 
parent of 22 0.132% 281 0.174% 
based in1 22 0.132% 376 0.233% 
signed by 20 0.120% 521 0.323% 
character in 20 0.120% 47 0.029% 
is meeting 16 0.096% 414 0.257% 
law of 16 0.096% 286 0.177% 
in1 13 0.078% 39 0.024% 
gpe2 13 0.078% 83 0.051% 
advisor of 10 0.060% 143 0.089% 
TOTAL 16671 100.0% 161220 100.0% 

 

 

Table 13: Relation type  statistics. 
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E RELATION CONSISTENCY  RULES 

 
This appendix enumerates the logical predicates used as a consistency check 
in our dataset. 

 

spouse of(Y, X) =⇒  spouse of(X, Y ) (1) 
vs(Y, X) =⇒  vs(X, Y ) (2) 

won vs(X, Y )  =⇒  vs(X, Y ) (3) 
won vs(X, Y )  =⇒  vs(Y, X) 

 (4) 
child of(Y, X)  =⇒  parent of(X, Y ) (5) 
parent of(Y, X)  =⇒  child of(X, Y ) (6) 

ministry of(X, Y )  =⇒  agency of(X, Y ) 
 (7) 

agency of-x(X, Z) ∧ gpe0(Z, Y ) =⇒  agency of(X, Y ) 
 (8) agency of(X, 

Y ) ∧ gpe0(Z, Y ) =⇒  agency of-x(X, Z)  (9) 
agent of-x(X, Z) ∧ gpe0(Z, Y ) =⇒  agent of(X, Y ) (10) 
agent of(X, Y ) ∧ gpe0(Z, Y ) =⇒  agent of-x(X, Z) (11) 

minister of(X, Y ) =⇒  agent of(X, Y ) (12) 
head of gov(X, Y )  =⇒  agent of(X, Y )

 (13
) head of  state(X, Y )  =⇒  agent of(X, Y )

 (14
) 

citizen of-x(X, Z) ∧ gpe0(Z, Y ) =⇒  citizen of(X, Y ) 
  (15) 
citizen of(X, Y ) ∧ gpe0(Z, Y ) =⇒  citizen of-x(X, Z) (16) 

minister of-x(X, Z) ∧ gpe0(Z, Y ) =⇒  minister of(X, Y )  (17) 
minister of(X, Y ) ∧ gpe0(Z, Y ) =⇒  minister of-x(X, Z)  (18) 
head of state-x(X, Z) ∧ gpe0(Z, Y ) =⇒  head of state(X, Y )
   (19) 

head of state(X, Y ) ∧ gpe0(Z, Y ) =⇒ head of state-x(X, Z)
   (20) 
head of gov-x(X, Z) ∧ gpe0(Z, Y ) =⇒  head of gov(X, Y )  

 (21) head of gov(X, Y 
) ∧ gpe0(Z, Y ) =⇒  head of gov-x(X, Z)   (22) 

in0-x(X, Z) ∧ gpe0(Z, Y ) =⇒  in0(X, Y ) (23) 
in0(X, Y ) ∧ gpe0(Z, Y ) =⇒  in0-x(X, Z) (24) 

in2(X, Z) ∧ in0(Z, Y )  =⇒ in0(X, Y ) (25) 
in1(X, Z) ∧ in0(Z, Y )  =⇒ in0(X, Y ) (26) 

based in2(X, Z) ∧ in0(Z, Y )  =⇒  based in0(X, Y )
 (27) 
based in1(X, Z) ∧ in0(Z, Y )  =⇒  based in0(X, Y )  (28) 

agency of(X, Y ) ∧ type :: gpe0(Y ) =⇒  based in0(X, Y )
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 (29) 
event in2(X, Z) ∧ in0(Z, Y )  =⇒  event in0(X, Y ) (30) 
event in1(X, Z) ∧ in0(Z, Y )  =⇒  event in0(X, Y ) 

 (31) 
head of(X, Y )  =⇒  member of(X, Y ) (32) 
coach of(X, Y )  =⇒  member of(X, Y ) 
 (33) 



Projectcpn.eu 

 

spokesperson of(X, Y )  =⇒  member of(X, Y ) (34) 
member of(X, Y ) ∧ :: sport player(X)  =⇒  player of(X, Y ) (35) 

mayor of(X, Y )  =⇒  head of gov(X, Y ) (36) 
directed by(X, Y )  =⇒  created by(X, Y ) (37) 

character in(X, Y ) ∧ played by(X, Z)  =⇒  plays in(Z, Y ) (38) 
institution of(X, Y )  =⇒  part of(X, Y ) (39) 

based in0-x(X, Z) ∧ gpe0(Z, Y ) =⇒  based in0(X, Y ) (40) 
based in0(X, Y ) ∧ gpe0(Z, Y ) =⇒  based in0-x(X, Z) (41) 
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